Chapter 2
Internet Development Versus Networking Modes

Abstract In the 1970s, the ever-increasing application of computers pushed for-
ward the development of computer networks. One famous project is the ARPANET,
which was founded by the U.S. Department of Defense and laid the foundation for
the Internet. Initially, the objective of developing a computer network was to en-
able data applications through interconnecting computers located in different sites
for data sharing and message exchange. Typical applications available at that time
included e-mail, news, File Transfer Protocol (FTP), and Telnet. Later, this tech-
nology spread quickly and widely and has now become a worldwide Internet, an
essential part of our daily life. The applications supported by the Internet today in-
clude not only data applications but also real-time applications such as voice over IP
(VoIP), IPTV, networked entertainment, and social networks, with new applications
continuously being created. Although there have been many changes in both the
number and types of applications and users on the Internet, the networking modes,
which collectively refer to the principle and methodology for networking, have re-
mained almost intact. This chapter briefly reviews the major networking modes and
discusses the challenges that they may face for the future Internet.

2.1 Networking Modes

As discussed in Chap. 1, visibly a network can be abstracted into a collection of
nodes and links. Invisibly, a network is composed of a set of functions which are
used to provide network services. These functions must address the networking is-
sues described in Chap. 1 by implementing relevant network protocols and algo-
rithms. The network design must decide what functions to implement and how to
distribute them as well as how to make them cooperate as a whole to provide net-
work services. Generally, there are two design principles: the layered model, which
governs a vertical distribution of network functions within one network node, and
the end-to-end arguments, which mainly guide a horizontal distribution of network
functions among different network nodes.
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Fig. 2.1 ISO’s OSI seven-layer reference model

2.1.1 Layered Models

The major issue to be addressed for interconnecting heterogeneous computers is the
methodology to build a network. Obviously, building such a system is a huge and
complex engineering task, and it is difficult for just a few companies or institutions
to complete the whole system. Therefore, dividing this task into small pieces so that
each piece can be solved relatively easily and independently is the basic idea of the
layered model. Furthermore, different layers are made independent of each other
in terms of layer internal design but with a standardized interface, through which
the adjacent layers can interact and communicate with each other. There are three
typical layered models: the OSI seven-layer reference model, the five-layer TCP/IP
model, and the ATM reference model. However, since ATM is “going downhill,”
only the former two models are discussed below.

2.1.1.1 OSI Reference Model

In 1978, the ISO started to develop a standard for Open Systems Interconnection
(OSI), which was enforced in 1983. This standard allows a system to communicate
with any systems anywhere that are designed following the same standard. Accord-
ing to this reference model, an open system is divided into seven layers as illustrated
in Fig. 2.1. The primary functions of each layer [1, 2] are briefly described below;
some have been newly added following the recent development of networking tech-
nologies.

e Physical layer—handles the bit-level communication over media. It provides ba-
sic functions for digital communication such as modulation/demodulation, cod-
ing/decoding, synchronization, and error control.
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e Data link layer—provides the frame-level communication over links. A frame is
a formatted bit block. Since the physical layer cannot guarantee error-free com-
munication, the primary function of this layer is error control that provides an
error-free communication service for the network layer. For a shared-medium
network in which multiple users share a common medium, a MAC protocol is
especially needed to coordinate the medium sharing.

e Network layer—provides the packet-level communication across the whole net-
work. A packet is also a formatted bit block. Addressing, routing, congestion
control, QoS support, and network security are the primary functions of this layer.

e Transport layer—provides communications between endpoints, relying on the un-
derlying network layer but providing network-independent services to higher lay-
ers. Its major functions include flow and congestion control as well as end-to-end
transmission reliability control and security.

e Session layer—provides control functions for communications between cooper-
ating applications at endpoints, including exchanging the identifications of end-
points, and establishing, managing, and terminating sessions between them.

e Presentation layer—provides independence for application processes from coop-
erating applications with different data representation, and services to the appli-
cation layer by transforming data structures into a format agreed upon by the
partners.

e Application layer—provides an interface with an application process requiring
communication support, with standard services for transmission between user
processes, database access, and running of processes on different computers.

From the above definitions, we find that only layer 1 through layer 4 are related to
the networking issues discussed earlier.

Actually, each layer is composed of a set of functions. A function of one layer that
can be seen by the layer above is called the service offered to its next higher layer.
According to the model, each layer except the highest layer has a set of services
that are provided for its next higher layer through the standardized service access
points (SAPs). Thus, devices from different manufacturers can work together. Fur-
thermore, only the adjacent layers can communicate with each other through SAPs.
A network connection between source and destination must be set up first to pro-
vide the network service, particularly for the network layer. Therefore, the network
defined by this model is a connection-oriented network.

2.1.1.2 TCP/IP Model

Although the ISO seven-layer reference model was theoretically considered as the
ultimate model for worldwide interoperable networking, the TCP/IP model is the
most popular and successful implementation in today’s Internet. The mapping be-
tween the TCP/IP model and the OSI seven-layer model is illustrated in Fig. 2.2,
where the function distribution of the TCP/IP model is also depicted. This model
loosely follows the OSI reference model with only four layers, and its physical and
data link layers are integrated into one link layer.
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Fig. 2.2 SO seven-layer model versus TCP/IP model

The key difference between these two models in terms of networking modes is
that, with the ISO model, the connection-oriented service is provided in the net-
work layer. Thus, packet switching can be used to accelerate packet forwarding.
With the TCP/IP model, only the connectionless service using IP is provided, with
which data packets can be transmitted anytime without a prior connection setup. In
this case, routing has to be used. Due to its simplicity, this model has been widely
implemented in the Internet. A brief comparison between these two models can be
found in [2].

2.1.2 End-to-End Arguments

The end-to-end arguments [3] were among the most influential design principles for
the Internet even before they were first explicitly articulated in the early 1980s. The
arguments state that “functions placed at low levels of a system may be redundant
or of little value when compared with the cost of providing them at that low level.”
Basically, these arguments as a whole strongly suggest a design principle of putting
the application-level functions at the network edge rather than inside the network as
much as possible in order to simplify network design and implementation. Doing
so can also make the so-designed network protocols versatile for different types of
networks.

One typical example following the arguments is the TCP/IP protocol stack. TCP
is the most well-known protocol for end-to-end reliable transmission, and was first
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Fig. 2.4 An illustrative implementation following the end-to-end arguments

published in 1977 [4]. Although TCP was invented before the first explicit articula-
tion of the arguments in 1980s, it follows them well [3]. As illustrated in Fig. 2.3,
a possible networking mode is to allow every node to fully implement network-
ing functions as depicted in Fig. 2.2. However, following the end-to-end arguments,
only the source and destination of a TCP connection need to have the full func-
tions as illustrated in Fig. 2.4. Similarly, the IP in the network layer is also as sim-
ple, using the connectionless networking technology and the first-in-first-out (FIFO)
scheduling policy without the retransmission of lost packets. Actually, the end-to-
end reliability control function is shifted to TCP in the transport layer. This design
can simplify the implementation of relaying units such as routers so the protocols
can run successfully over various types of networks [5].

2.2 Challenges of Wireless and Optical Networks

There is no doubt that both the layered models and the end-to-end arguments have
played critical roles in the successful development of the Internet over the past three
decades. These design principles allow a complex system to be decomposed into
smaller subsystems for easy implementation and can guarantee the interoperability
of devices produced from different manufacturers. They can also simplify the net-
work structure and operation so that such a designed network can run over various
communication systems for interconnection.
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However, the user’s expectations of the Internet today and in the future have
been going far beyond the objectives of its original designers in terms of network
coverage, capacity, and number and type of both users and applications. These new
requirements greatly stimulate the development of new networking technologies for
the future Internet, as discussed below.

2.2.1 New Requirements of Users and Applications

When the Internet was designed for the U.S. Department of Defense in the 1970s,
the main objective was to share files in computers or storage media located in gov-
ernment offices and institutional organizations. These computers and storage media
were mainly wired with metallic cables and were almost stationary. By default, the
design of networking protocols and algorithms such as routing protocols and con-
gestion control schemes assumes the availability of powerful computing and buffer-
ing technologies for the network service provisioning.

Today, the Internet is available almost everywhere. The ever-increasing number
of users has already caused the address space of the original IP (i.e., IP version
4 or simply IPv4) to be exhausted. According to the statistics given by [6], the
number of Internet users in the world was 360,985,492 on December 31, 2000, and
reached 1,966,514,816 by June 30, 2010, which is equivalent to 28.7% of the world
population, increasing at a rate of 444.8%.

On the other hand, mobile users, who may use mobile phones, laptop comput-
ers, or personal digital assistants, etc., constitute the largest population of electronic
device users in the world. According to the report published by the United Nations
(UN) on February 23, 2010 [7], two-thirds of the world’s population (i.e., around 4.7
billion) were mobile subscribers, while this number was only about one billion in
2002. Meanwhile, the number of powerful and smart mobile devices such as Apple
iPhone and iPad is growing rapidly. The number of smart phone users is expected
to exceed one billion by 2013 [8]. Thus, more and more applications originally de-
signed for stationary devices are expected to run on mobile devices too. This change
requires the Internet be able to efficiently support mobile applications.

Regarding the Internet applications, besides the original data applications such
as e-mail, FTP, and remote login, newly developed killer data applications include
the World Wide Web (WWW) and e-commerce. Real-time applications have also
been developed, for example, voice over IP (VoIP) and networked games as well
as streaming applications like IP television (IPTV). Some other developing appli-
cations include cloud computing [9] and the Internet of Things (IoT) [10]. One can
expect that more and more new applications will appear in the future as the number
of Internet users is continuously increasing.

These radical changes in both the number and type of users and applications
that the Internet should support pose a big challenge to networking modes. Al-
though much incremental effort has been made to enhance the Internet, the net-
working modes mentioned earlier have been kept almost intact so far. The question



2.2 Challenges of Wireless and Optical Networks 23

is whether these networking modes can still guide us to foster the Internet to satisfy
new requirements in terms of network capacity, pervasive networking, quality of
service (QoS) provisioning, and network security support as well as green network-
ing. These issues are discussed below.

2.2.2 Network Capacity

The ever-increasing number of users and applications requires immense network
capacity to support them. For the time being, this level of capacity can only be pro-
vided by using optical communication technologies, particularly using optical fibers
as communication media. For example, so far Gigabit Ethernet using metallic wires
such as twisted copper pairs can only provide Gbps-level capacity over a maximum
distance of less than 100 km, while a single optical fiber can provide Tbps-level
(1 Tbps = 10 Gbps) transmission rates over much longer distances. Furthermore,
optical fibers are much cheaper than metallic wires.

However, the ultra-high transmission rate of optical fibers cannot transfer into the
same level of network speed if there is not the same level of high-speed packet for-
warding technology. The successful development of the Internet is largely due to the
mature electronic computer technology, which can provide high-speed computing
and buffering support for realizing high-speed and quality networking. Many net-
working functions such as routing, QoS provisioning, and congestion control need
complex computing and buffering, the key elements indispensable for networking.
Unfortunately, cost-effective photonic computer and optical random access mem-
ory are not yet available, and it may still be a long time before they are available to
provide ultra-high speed optical networking.

The following sections give a brief survey of optical networking technologies
that aim at handling this issue.

2.2.2.1 Optical-Electrical-Optical Conversion

Today, many optical networks are implemented by jointly using electronic comput-
ers and optical fibers through optical-electrical-optical (OEO) conversion, as illus-
trated in Fig. 2.5. Optical fibers are used as transmission media while electronic
computers are used for complex networking operations, particularly routing. To this
end, optical signals are first converted into electrical signals, which are then routed
electrically at the relaying units such as IP routers, and then recovered as optical
signals for transmission over optical fibers. The major drawback of this approach is
that the networking speed will be limited by the electronic computer speed, which
will become a bottleneck of networking performance. The transmission speed of
optical fibers is much faster than that of electronic computers, and the same applies
to their speed increase rates, as discussed below.

According to Moore’s Law [11], the speed of an electronic processor can be dou-
bled almost every 18 months, while it can be doubled almost every nine months for
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Fig. 2.6 Optical fiber capacity versus electronic router speed (Record makers: [A] = Nippon
Telegraph and Telephone Corporation (NTT), [B] = KDDI R&D, [C] = NEC Laboratories in
Princeton, [D] = Furukawa Electric (Japan), [E] = Alcatel-Lucent, [F] = Bell Labs, [G] = Fraun-
hofer Heinrich Hertz Institute (Germany), [H] = Karlsruhe Institute of Technology (Germany),
[1] = Juniper Networks)

the optical transmission speed following Butters’ Law [12]. Figure 2.6 depicts some
optical carrier speed records and per-slot routing speeds of the electronic router T-
Series from Juniper Networks [13]. We find that the routing speeds are much slower
than those of the optical carrier, and the fiber speeds vary largely against the dis-
tances that the optical signal can travel without using a repeater. An inspiring fact
is that the per-carrier capacity has increased rapidly recently, which will further im-
prove the optical fiber capacity.

A carrier is associated with a wavelength or frequency. The capacity of an opti-
cal fiber is the sum of the capacities of all carriers multiplexed in this fiber by using
wavelength division multiplexing (WDM) [14], which can allow multiple carriers
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Fig. 2.8 Optical burst switching (OBS) network

to be multiplexed into one fiber and demultiplexed at the end of the fiber. As illus-
trated in Fig. 2.7, when it passes through a transparent medium such as a prism to
another medium, light is refracted at an angle that varies with wavelength, and so a
multiplexed signal can be demultiplexed in this way.

Another weakness of the OEO-based technology is its low energy efficiency due
to the OEO conversion. As will be discussed in Chap. 13, energy consumption rather
than transmission capacity will become one of the major hurdles that impact the
Internet development, because the future Internet must be green.

2.2.2.2 Partial OEO Conversion

To avoid a full OEO conversion of every data signal for electronic processing, an-
other approach suggests that the sender first transmit an optical signal along a ded-
icated light path to set a light path for data transmission. The data will then be sent
subsequently in a A time after the path setup signal has been sent out. As illustrated
in Fig. 2.8, upon arriving at a relaying unit, the path setup signal is converted into
an electrical signal, which is processed electronically to set up a light path for the
data transmission. In this case, no OEO conversion is carried out for the data sig-
nal, which travels in the optical domain all the way to the destination. This typical
example is called optical burst switching (OBS) [15].

An OBS router can be composed of an array of mirrors, which can be tuned
electrically through a micro-electro-mechanical system (MEMS) [16, 17] according
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to the routing information carried by the path setup signal. The major problem with
OBS is the electronic processing with the OE conversion, which may become the
bottleneck of the ultra-high-speed optical fibers. The major implementation issues
include how to efficiently set up a light path for successful data transmission in
the optical domain, which largely depends on the A setting. A large A will waste
the fiber capacity, while a small one may cause data packets to be transmitted on
an unavailable light path since no ACK on path setup is returned to the sender.
Furthermore, since no global coordination is carried out for such a path setup, path
collisions may occur if multiple paths are competing for the same carrier on the
same link, causing packet losses.

2.2.2.3 All-Optical Networking

Two methods able to fully make use of ultra-high-speed optical fibers without
any OEO conversion are wavelength routing and wavelength switching. These two
methods exploit the same property of light as used for the demultiplexing mentioned
above. The major difference between the routing and switching here is the number
of wavelengths used in constructing a light path. With routing, the same wavelength
is used all the way from source to destination; with switching, the wavelength can
be changed hop by hop.

Figure 2.9 shows an example of wavelength routing, where three light paths are
constructed, each of which is associated with one wavelength. That is, the same
wavelength must be used along the entire light path. This requirement, called the
wavelength continuity constraint [18], limits the number of light paths that can be
set up by a given number of wavelengths. In contrast, wavelength switching exploits
wavelength converters, which can covert the wavelength associated with the arriving
signal on an input link into another wavelength and transmit it through an output
link. As illustrated in Fig. 2.10, for the same set of three light paths as constructed
in Fig. 2.9, two wavelengths are sufficient here.

However, for both wavelength routing and switching, a major problem is that the
number of wavelengths with which the light signal can efficiently travel in optical
fibers is very limited in comparison with the number of source-destination pairs. In
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Table 2.1 Summary of optical networking technologies

Full OEO Partial OEO All-optical networking
Switching mode Packet switching Circuit switching
OEO level Packet Path setting Control
Challenges Slow electronic Inefficiency of light Limited number of
computing speed path setting suitable wavelengths

this case, traffic aggregation and deaggregation need to be conducted at the network
edges in order to use fewer wavelengths. To avoid OEO conversion at the time scale
of a call level or packet level, a light path should be set up in advance for each node
pair through a setting process with the OEO conversion at a larger time scale. How-
ever, once a light path has been set up, it cannot be adjusted dynamically on either
call-level or packet-level time. Since the bandwidth of a light path is directly asso-
ciated with the wavelengths, the bandwidth of a light path cannot be shared by other
paths even if there is no traffic traveling along this path. This makes wavelength
routing and switching essentially identical to electrical circuit switching in terms of
bandwidth utilization, which cannot benefit from the traffic multiplexing that can be
provided by packet switching.

2.2.2.4 Summary

Table 2.1 summarizes the major characteristics of the above-mentioned optical net-
working technologies. Without effective photonic computing and buffering tech-
nologies, a joint use of electronic computer and optical fibers for packet-level rout-
ing with OEO will be constrained by the electronic computing speed, which is much
slower than the optical carrier speed and has a lower energy efficiency. The perfor-
mance of OBS with partial OEO conversion relies on the efficiency of the light
path setting. Wavelength routing and switching suffer from the limited number of
wavelengths available for optical transmission.
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Table 2.2 Comparison between wireless and wired networks

Wired networks Wireless networks
Channel reliability (BER) About 10~ 107221073
Channel capacity Tbps-level or higher Mbps-level
Channel security Secure Insecure
Mobility support No Yes
Node capability Strong Weak
Power supply Unlimited Battery-operated

2.2.3 Pervasive Networking

The ever-increasing number of mobile users greatly stimulates the development of
mobile wireless networks toward supporting high mobility at high speeds as indi-
cated in Fig. 2.11. This kind of network is usually used jointly with wired networks
to provide the user with Internet access to anything anyhow, anywhere and anytime.
However, as listed in Table 2.2, there are many radical differences between wired
and wireless networks due to their distinct communication media. The major com-
munication medium for wireless networks is radio, which by its nature is exposed
and broadcast and thus vulnerable to interference and attack. Media for wired net-
works typically include metallic cables (e.g., twisted copper pairs) and optical fibers
that are well protected. As listed in Table 2.2, wireless networks have the following
distinguishing characteristics: low channel capacity, unreliable and insecure chan-
nels, and mobile terminals, which are less computationally powerful than stationary
computers and often battery operated.

These differences are so significant that many networking issues that have been
solved in wired networks must be readdressed in mobile wireless networks. A big
challenge facing all wireless networks is how to efficiently use the scarce radio spec-
trum to support the ever-increasing number of both mobile users and mobile appli-
cations. As illustrated in Fig. 2.6, it is relatively easy for optical networks to have
Tbps-level network capacity. However, for wireless networks, the fastest wireless
technology available on the market is the ultra-wide bandwidth (UWB) network,
which can provide up to 485 Mbps but within a distance of less than 2 meters.
Furthermore, wireless network environments are usually highly dynamic due to in-
terferences, multi-path propagation, and terminal mobility.

To achieve the above objectives in such a difficult and complex situation, much
research has been conducted, and many proposals have been reported in the liter-
ature. Among them, the cross-layer design and optimization approach has recently
attracted a lot of attention [19]. Unlike the layered models and the end-to-end argu-
ments mentioned earlier, this approach tries to improve the performance of wireless
networks and optimize wireless resource utilization by (i) sharing information avail-
able at different layers and (ii) redistributing networking functions or even adding
new functions if necessary. In this case, changes in both the layered models and
the end-to-end arguments are inevitable. Of course, some new challenging issues
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Fig. 2.11 Development of mobile wireless networks

may also arise from this approach. For example, we need to (i) study how to main-
tain interoperability for various cross-layer designed protocols and algorithms and
(ii) determine whether the above changes are cost effective with respect to the per-
formance gain and increased complexity caused by these changes.

2.2.4 Quality of Service

As the number of applications is continuously increasing, especially real-time and
multimedia applications, an essential issue to be addressed for future networks is
how to efficiently satisfy the quality of service (QoS) of various applications in a
cost-effective way. QoS has been studied for more than two decades, especially for
ATM and IP networks. ATM is regarded as a reference model for QoS support;
many approaches originating from ATM are applied today for QoS support in other
networks (e.g., IP) such as scheduling and call admission control. However, ATM
is a connection-oriented network and is more complex than the connectionless IP
network, leading to IP’s dominance in today’s Internet. This fact further stimulates
the all-IP network approach, in which only IP is used as the network protocol in the
network layer.

2.2.4.1 QoS Capability of IP
QoS support for the IP network has not been well resolved, since IP was originally

designed to only provide a best-effort service at the packet level with the connection-
less networking mode. Thus, IP has a property that is unfavorable for QoS support:
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at the packet level, it is impossible for a router to make any resource reservation
for a packet that is going to visit it, since the router cannot know whether there is a
packet visiting until the packet arrives. IP has been enhanced by introducing the flow
approach on the top of packets. A flow is a series of packets traveling from source
to destination. However, at the flow level, the route of a flow is not pinned [20] and
is often adjusted during the flow lifetime to balance traffic loads and maximize fault
tolerance capability. Therefore, there is not a dedicated route for a traffic flow be-
tween a source-destination pair since each packet is routed on-the-fly according to
the route dynamically set by routing protocols. Figure 2.12 gives an example of this
phenomenon, which shows that a series of packets may travel along different routes
between node 1 (source) and node 6 (destination).

The best-effort service of the original IP using the FIFO scheduling policy has
also been enhanced by using sophisticated output schedulers such as class-based
scheduling. The flow-level resource negotiation and reservation method has also
been standardized by the Resource Reservation Protocol (RSVP) [21, 22]. Call ad-
mission control (CAC) has also been proposed in order to further enhance IP’s QoS
capability. Actually, these efforts to improve the QoS capability of IP more or less
follow ATM’s philosophy for QoS provisioning. Note that ATM is a connection-
oriented network, but the above enhancements to IP do not change its inherent prop-
erties, i.e., those of a connectionless network with unpinned routes. In this case, it
is not cost effective to make a hard resource reservation for a flow to guarantee its
QoS since the reserved resource is wasted if the route of the flow is changed. There-
fore, RSVP only provides soft-state resource reservation, i.e., an amount of network
resource reserved for a flow may be automatically released after a pre-defined time
period even when the flow is still alive.

2.2.4.2 Per-Flow IntServ Versus Per-Class DiffServ

Two typical mechanisms proposed for IP to enhance its QoS capability include the
per-flow IntServ [23] and the per-class DiffServ [24]. Similar to ATM, IntServ tries
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to provide granular QoS at the flow level by reserving resource for each flow, while
DiffServ tries to provide QoS at the class level by aggregating flows with the same
type of QoS requirements. However, the per-flow IntServ has a scalability problem
in the case of a large number of flows present at a router, especially those in core
networks. This occurs because the router needs to store per-flow QoS information
for QoS provisioning. Although the per-class DiffServ can overcome this problem
through flow aggregation, it cannot cost-effectively provide QoS support for each
individual flow, since it must satisfy the individual flow with the most stringent QoS
requirement in the aggregated flow.

To trade off between QoS granularity and implementation complexity, a combi-
nation of IntServ and DiffServ has also been reported [25]; i.e., DiffServ is used in
core networks and IntServ in edge networks, such as access networks. In this com-
bination, QoS parameter conversion must be carried out at the boundary between
these two types of networks. Thus, this combination is not a seamless end-to-end
QoS solution, and the conversion will cause extra delay and energy consumption.
On the other hand, both IntServ and DiffServ as well as their hybrid largely depend
on sophisticated output schedulers for QoS provisioning. Both parameter conver-
sion and output scheduling will increase the implementation complexity as QoS
granularity and the number of flows increase. The conversion point may become
the performance bottleneck of end-to-end QoS provisioning, while a sophisticated
output scheduler may become the bottleneck of high-speed links, since they have to
make a decision on-the-fly for every incoming packet.

The adoption of CAC, resource reservation, and sophisticated schedulers for
QoS provisioning very much increases the implementation complexity, which vio-
lates the simplicity principle of the original IP following the end-to-end arguments.
Therefore, the capacity over-provisioning approach is proposed and implemented
in practice to simplify QoS provisioning for IP by using a more-than-need network
capacity [26]. Obviously, this approach wastes network bandwidth and is not green.

2.2.5 Network Security

Similar to QoS support, the Internet was initially designed without considering net-
work security. This happened because the overwhelming majority of users at that
time were people from governmental and institutional organizations, who are usu-
ally well educated and trustworthy. Thus, a lot of sensitive information such as user
names and passwords for FTP and Telnet were sent in a plaintext over the Internet
at that time. However, as the Internet has gone public, especially for commercial
applications such as e-commerce and e-banking, attacks on the Internet are continu-
ously increasing, causing immense economic and social damage. Thus, IP Security
(IPSec) has been proposed to provide “access control, connectionless integrity, data
origin authentication, rejection of replayed packets and confidentiality” [27]. Ba-
sically, IPSec builds a secure sublayer on top of the connectionless IP to provide
secure network services for applications in higher layers.
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Actually, it is almost impossible for a network to completely prevent a packet
from being intercepted or modified during the journey to its destination, especially
when traveling in a shared-media network such as wireless networks—everything
transmitted over the air can be received by other parts due to its broadcast nature.
Therefore, the actual confidentiality and integrity protection are realized through
cryptographic mechanisms. That is, for confidentiality, if a packet is intercepted,
it cannot be understood without a decryption using the proper key. Similarly, for
integrity, if any modification is incurred to a packet, this incident can be detected by
the receiver. However, these cryptograph-based protections in the network layer can
also be equally provided by the transport layer on an end-to-end basis, and similarly
for other secure services such as repudiation, which ensures that the sender of a
message can be identified.

The confidentiality and integrity protections provided by the network layer are
in an embarrassing situation. On one hand, many applications that do not want such
protection avoid using these functions due to their computational expense. On the
other hand, those applications requiring these security protections prefer to adopt
the same protection provided by the transport layer since they are end-to-end based.
This is because the application layer cannot be assured that the same protection can
be provided by every network segment all the way from source to destination. If any
of them fails in doing so, the end-to-end security may be compromised. Therefore,
the network layer should focus on providing security protections that cannot be
provided by higher layers.

Similar to the efforts made to enhance IP’s QoS capability discussed above, IPSec
does not change the connectionless nature of IP, which allows packets to be trans-
mitted anytime to anywhere without requiring a connection setup. In this case, nei-
ther the sender nor the receiver has the chance to authenticate each other before any
transmission incurs between them in the network layer. Furthermore, the destination
has no way to control traffic loads approaching it and cannot judge whether the IP
address of a sender is genuine. These features make it easy to launch many attacks,
such as denial of service (DoS) attacks [28]. Since every packet is forwarded along
aroute that is dynamically set on-the-fly by routing protocols, attacks to routing in-
formation such as IP addresses or routing tables may lead to incorrect delivery of IP
packets [29], probably leading packets to be sent to wrong receivers or to circulate
in the network.

Today the Internet has become an indispensable part of our society, and Internet
security has been delegated as a part of national security in many countries. Since
both the number and type of users and applications are continuously increasing,
it is still an open issue whether the enhanced IP security can satisfy the security
requirements of a complex, important and even green cyberspace.

2.2.6 Green Networking

Due to the increasing number of disasters caused by global warming, carbon emis-
sion has become an important issue of almost every sector in the world today. As
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reported in [30], the energy consumed by the information and communication tech-
nology (ICT) sector is more than that consumed by the aviation sector. There is
no doubt that the Internet has achieved great success over the past three decades.
However, during this development, the privileged issues addressed by network re-
searchers and designers have been mainly networking performance and reliability—
energy efficiency has been more or less ignored.

High requirements on security and energy efficiency in the future Internet pose
big challenges to network design. Therefore, it is necessary to conduct a timely
revisit of the current networking modes with respect to the new requirements raised
by the future Internet discussed above. We will discuss this issue in more detail in
Chap. 13.

2.3 Conclusion

Table 2.3 summarizes the major characteristics of the Internet at different stages
of its development. It is straightforward to understand the parts of the initial and
current Internet, which have been discussed earlier. For the Internet in the future,
we list some possible changes in both users and applications as well as networking
modes that may be incurred to satisfy new requirements in the future.

First of all, “any media” is used here to indicate that unlimited types of applica-
tions may run over the future Internet, and the users will not be limited to humans
only, but also objects. For example, the Internet of Things (IoT) tries to intercon-
nect everything through the Internet. In terms of network design principles, cross-
layered design and optimization should be applied in addition to the original layered
models. Simplicity is always one of the major design objectives, but sometimes a
tradeoff between simplicity and other important indicators is necessary. Although
we do not know yet if it is necessary to invent new protocol units, there is no doubt
that the packet and flow will still be basic protocol units in the future. Since both
connectionless and connection-oriented networks have their own advantages and
disadvantages, they should be used jointly to efficiently support various types of ap-
plications in the future Internet. For the QoS capability, more efforts should be made
to improve QoS granularity for high cost-effectiveness and energy efficiency. Mean-
while, the structure of QoS support should be scalable in order to cost-effectively
satisfy the QoS requirements of any media. Therefore, both soft- and hard-state re-
source reservations should be provided for different resource requirements. To this
end, some new mechanisms need to be devised.

Network security and mobility support as well as green networking should be-
come a cohesive part of the core network structure. Since optical fibers can provide
much more immense capacity than traditional media cost-effectively, and also pro-
vide higher energy efficiency, optical networking is a promising technology for both
wired and wireless networks. For wireless, the radio over fiber (RoF) technology
can be applied to improve wireless coverage by using optical fibers. However, some
new technologies need to be developed in order to narrow the gap between optical
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Table 2.3 Evolution of network technologies for the Internet

2 Internet Development Versus Networking Modes

Initial Internet Current Internet

Future Internet

Applications

Data (e.g., e-mail

FTP, Telnet) video, cybergames)

User characteristics

Multimedia (e.g., data voice,

Any media (e.g., IoT cloud
computing, new apps)

Type
Number
Mobility

Limited types Anyone

Small number Large number

Stationary Stationary+mobile

Networking modes

Anyone+anything

Enormous number

Vertical
Horizontal
Unit
CL/CO
Stability

QoS structure

Layered models

End-to-end arguments

Packet Packet+flow
Connectionless (CL)

Unpinned routes

Cross-layered models

Simplicity+tradeoff

CL+Connection-oriented

Unpinned+pinned routes

QoS type
Scheduling

Resource

Best effort Per-flow, per-class
FIFO Output scheduler

No reservation Soft-state reservation

Additional features

Granularity+scalability
New mechanisms

Soft+hard reservation

Mobility
Security

Green

Not Improved
On top of IP

Not considered or optional

Supported

Enabling technologies

Fully
Integrated

Compulsory

Processing
Media
Routing
Switching

Electronic computing-+buffer

Metallic cables Cables+optical fiber
Routing OEO-based routing
Switching Wavelength routing

Optical processing+buffer
Optic fiber
All-optical switching

New methods

networking requirements and immature photonic computing and buffering technolo-
gies that are unable to effectively support optical networking. More discussions on
these issues will be provided in the remainder of the monograph.
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