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2 Struktur und Ablauf wissenschaftlicher

Untersuchungen

Was Sie in diesem Kapitel lernen

> Was ist eine wissenschaftliche Hypothese, und wie
testet man sie?

> Hat Sigmund Freud jemals einen Abwehrmecha-
nismus gesehen?

> Wie ldsst sich wissenschaftlich ermitteln, ob eine
Person tabuisierte sexuelle Wiinsche verdrangt hat?

> Wie kénnte man wissenschaftlich herausfinden,
welche Bedeutung das Aufschlitzen von Sitzen in
offentlichen Verkehrsmitteln hat?

Um die Bedeutung von Forschungsmethoden fiir die
Psychologie besser zu verstehen, ist es hilfreich, sie
in den Gesamtprozess von Wissenschaft einzuord-
nen. Wir wollen diese Einordnung hier in zweierlei
Hinsicht vornehmen: Zunédchst werden wir uns die
verschiedenen Ebenen, auf denen wissenschaftliche
Aussagen getroffen werden, und die Beziehungen, die
zwischen diesen Ebenen bestehen, etwas genauer an-
sehen. In einem zweiten Schritt werden wir den Ab-
lauf einer typischen wissenschaftlichen Untersuchung
nachzeichnen und dabei herausarbeiten, an welchen
Stellen welche Methoden in welcher Funktion ange-
wendet werden.

2.1 Hypothesen, Ebenen wissen-

schaftlicher Aussagen und die
Uberbriickungsproblematik

Jede Erfahrungswissenschaft triftt, bearbeitet und testet
Aussagen auf unterschiedlichen Ebenen. Auf der the-
oretisch-konzeptionellen Ebene werden Aussagen iiber
Objekte und Ereignisse (in theoretischen Begriffen)
sowie die Beziehungen zwischen diesen Objekten und
Ereignissen (in Form theoretischer Zusammenhinge)
getroffen. Eine theoretische Aussage konnte z. B. lauten:
»Wer intelligent ist, der ist auch kreativ.« Intelligenz
und Kreativitit sind theoretische Begriffe. Die Aussage
stellt eine Behauptung dar, deren Wahrheitsgehalt em-
pirisch gepriift werden kann.

211 Priifbare und nicht-priifbare Aussagen

Der Begriff »Empirie« stammt vom griechischen Sub-
stantiv »empeiria« und bedeutet Erfahrung im Sinne
von sinnlicher Wahrnehmung. Nicht alle Aussagen
sind empirisch priifbar. Manche Aussagen sind prak-
tisch nicht priifbar. Die Aussage »In der Holle ist es hei-
Ber als 220 Grad« ist nicht priifbar, da es sich bei der
Holle um einen nicht ohne Weiteres zugéanglichen Ort
(viele Menschen wiirden sogar sagen: gar keinen real
existierenden Ort) handelt. Mit einem Thermometer in
der Holle Forschung zu betreiben ist also nicht mog-
lich. Etwas technischer gesprochen: Die thermischen
Zustinde in der Holle sind nicht erfahrbar. Erfahrbar-
keit ist jedoch in den empirischen Wissenschaften eine
notwendige Grundvoraussetzung fiir die Uberpriifung
theoretischer Aussagen.

Ebenfalls nicht empirisch priifbar sind Aussagen,
die per Definition richtig sein miissen. Unverheiratete
Minner bezeichnet man als Junggesellen. Empirisch
zu priifen, ob Junggesellen verheiratet sind, ist nicht
moglich: Wenn die Definition richtig angewendet wird,
kann es keine verheirateten Junggesellen geben. Empi-
risch nicht priifbar sind weiterhin Aussagen, die nicht
falsch sein konnen. Dazu gehoren Moglichkeitssitze
wie »Frauen konnen schwanger werden«.

Falsifizierbarkeit. Die Feststellung, dass manche Aussa-
gen nicht priifbar sind, weil sie immer richtig sind, lasst
schon erahnen, worauf es bei der Priifung einer theo-
retischen Aussage ankommt: auf ihre Falsifizierbarkeit.
Eine Aussage muss prinzipiell falsch sein konnen, da-
mit sie empirisch priifbar ist. Ergibt die Priifung, dass
sie tatsachlich falsch ist, dann hat man ein eindeutiges
Ergebnis. Solange jedoch eine Aussage nicht falsifiziert
werden kann, muss sie als vorldufig giiltig betrachtet
werden. Auf die Einschrinkung »vorlaufig« darf nur
dann verzichtet werden, wenn alle Moglichkeiten zur
Falsifizierung der Aussage ausgeschopft sind. Manche
Aussagen sind praktisch nicht falsifizierbar. Nehmen
wir die Aussage: »Es gibt Menschen, die dreimal am Tag
warm essen und trotzdem kein Gramm zunehmen.«
Man konnte diese Aussage nur dann falsifizieren, wenn

2.1 Hypothesen, Ebenen wissenschaftlicher Aussagen und die Uberbriickungsproblematik

39



40

Leseprobe aus: Eid, Gollwitzer, Schmitt, Statistik und Forschungsmethoden, ISBN 978-3-621-28201-7

© 2015 Beltz Verlag, Weinheim Basel

man nachweisen kénnte, dass kein Mensch auf der Welt
bei dreimaligem Essen am Tag auch nur ein Gramm
zunimmt. Eine solche Form der Falsifizierung ist prak-
tisch unmoglich, weil man dazu alle Menschen, die ge-
genwartig auf unserer Welt leben, untersuchen miisste.

2.1.2 Wissenschaftliche Hypothesen

Ein zentrales wissenschaftstheoretisches Konzept ist
die Hypothese. Der Begriff »Hypothese« stammt eben-
falls aus dem Griechischen (hypothesis) und bedeutet
Unterstellung, Voraussetzung oder Grundlage. Hypo-
thesen sind Aussagen, die empirisch testbar und somit
falsifizierbar sein miissen. Dariiber hinaus kommt ei-
ner testbaren Aussage nur dann der Rang einer wis-
senschaftlichen Hypothese zu, wenn sie eine gewisse
Allgemeingiiltigkeit beansprucht, also tiber den Ein-
zelfall hinausweist. Die Aussage »Peter wird morgen
Kopfschmerzen haben, wenn er weiter so viel Alkohol
trinkt« ist also noch keine wissenschaftliche Hypothe-
se. Allerdings verbirgt sich hinter dieser Aussage eine
(vermutete) allgemeine Gesetzmafligkeit, namlich die,
dass tiberméfliger Alkoholgenuss am Abend im Allge-
meinen zu Kopfweh am Morgen fiihrt. Bei dieser Aus-
sage handelt es sich dann um eine wissenschaftliche
Hypothese.

Dariiber hinaus muss eine wissenschaftliche Hypo-
these begriindet sein. Die Aussage »Wer sich die Haare
rot farbt, isst mehr Fisch« wére zwar testbar und hat
eine ausreichende Allgemeingiiltigkeit, aber man wiirde
dieser Aussage nicht den Rang einer wissenschaftlichen
Hypothese zusprechen, solange sie nicht begriindet ist.

Bei einer Aussage handelt es sich um eine wissen-
schaftliche Hypothese, wenn sie prinzipiell der
sinnlichen Erfahrung zuganglich ist, prinzipiell wi-
derlegbar ist, eine gewisse Allgemeingiiltigkeit bean-
sprucht und theoretisch begriindet ist.

Empirische Ebene

Um eine theoretische Aussage bzw. eine wissenschaft-
liche Hypothese empirisch zu testen, muss man die
theoretischen Konzepte und die theoretischen Relatio-
nen zwischen diesen Konzepten in konkrete Aussagen
tiberfithren, deren Konzepte und Relationen empi-

2 Struktur und Ablauf wissenschaftlicher Untersuchungen

risch erfahrbar sind. Dies erfordert einen nicht immer
einfachen Ubersetzungsprozess, den wir an einem
prominenten Beispiel veranschaulichen wollen: dem
Konzept des Abwehrmechanismus, einem zentralen
Bestandteil der psychoanalytischen Theorie des ster-
reichischen Arztes und Tiefenpsychologen Sigmund
Freud (1856-1939).

Theoretische Hypothesen

Abwehrmechanismus ist ein theoretischer Begriff. Nie-
mand hat jemals einen Abwehrmechanismus gesehen,
auch Freud nicht. Das Konzept des Abwehrmechanis-
mus ist ein gedankliches Gebilde, eine Schopfung des
Freud’schen Geistes, ein hypothetisches Konstrukt.
Freud hat dieses Konstrukt geschaffen, um Beobach-
tungen, die er in seiner Praxis an Klienten gemacht hat,
zu deuten, ihnen einen psychologischen Sinn zu geben.

Freud stellte in seiner praktischen Arbeit haufig
fest, dass seine Klienten bestimmte Episoden aus ih-
rem Leben vergessen hatten und sich erst im Prozess
der Psychoanalyse wieder daran erinnerten. In diesen
Episoden kamen meistens Handlungen, Vorstellungen,
Wiinsche oder Fantasien mit sexuellen Inhalten vor.
Freud nahm an, dass sexuelle Themen, insbesondere
bestimmte sexuelle Wunschvorstellungen (z.B. die ei-
nes Knaben, mit der eigenen Mutter erotischen Kontakt
zu haben), der Person Angst machen, weil sie tabuisiert
sind und sanktioniert werden. So habe etwa der Kna-
be, der die eigene Mutter begehrt, Angst, vom Vater
kastriert zu werden. Abwehrmechanismen dienen nun
nach Freuds theoretischen Vorstellungen dazu, solche
Angste zu bewiltigen. Eine Méglichkeit besteht darin,
die sexuellen Wunschvorstellungen zu verdriangen.
Verdrangung ist einer von mehreren Abwehrmechanis-
men und selbst wiederum ein theoretischer Begrift. Die
Verdriangung leistet eine Verschiebung der tabuisierten
Waunschvorstellung ins Unbewusste. Auch beim Unbe-
wussten handelt es sich um einen theoretischen Begriff.
War die Verdriangung erfolgreich, wird die tabuisierte
Waunschvorstellung vergessen und kann erst wieder mit
den Mitteln der psychoanalytischen Behandlung (z.B.
der freien Assoziation oder der Traumdeutung) der be-
wussten Erinnerung zugénglich gemacht werden.

Aus diesem Teil der Theorie Freuds lassen sich zahl-
reiche theoretische Hypothesen ableiten. So sollten ta-
buisierte Wunschvorstellungen umso wahrscheinlicher
verdriangt werden, je stirker sie sind. Daraus folgt, dass
der Aufwand an psychoanalytischer Arbeit, der erfor-
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derlich ist, um eine tabuisierte Wunschvorstellung in
Erinnerung zu rufen, mit der Stirke dieser Wunsch-
vorstellung steigt. Vermittelt werden diese Zusammen-
hénge theoretisch durch die Angst vor Sanktionen, die
bei starken Tabuwiinschen grofler sein sollte als bei
schwachen.

2.1.3 Uberbriickungsprobleme

Theorie und Empirie

Um diese theoretischen Hypothesen empirisch priifen
zu konnen, miissen die Bestandteile der Hypothesen
konkretisiert werden. Die Hypothese kann also nur bei
konkreten Personen, mit konkreten Tabuwiinschen,
konkreten Formen der psychoanalytischen Behandlung
und einer konkreten Form des Aufwands psychoanaly-
tischer Arbeit angewendet werden. Diese Konkretisie-
rungen sind aber kein Bestandteil der Theorie und las-
sen sich auch nicht unmittelbar aus den theoretischen
Sétzen ableiten. Vielmehr handelt es sich um einen Zu-
ordnungsprozess, in den viele Uberlegungen und Ent-
scheidungen einflieflen, die auf3erhalb der Theorie ste-
hen. So sagt die Theorie nichts dariiber aus, bei welchen
Personen welche Wiinsche tabu sind, welche Personen
unter welchen Umstanden von welchem Mechanismus
zur Abwehr ihrer Angst Gebrauch machen und welches
Element der psychoanalytischen Theorie bei welchem
Tabuthema, bei welchem Klienten, bei welchem Ab-
wehrmechanismus wie effektiv ist.

Eine Ubertragung der theoretischen Hypothese in
konkrete empirische Hypothesen ist also mit Unsicher-
heiten behaftet. Die Theorie lasst ihrer Anwendung auf
die Wirklichkeit Spielraum und zwingt den Anwender
ebenso wie den Forscher, der die Theorie tiberpriifen
mochte, zu Festlegungen, die bis zu einem gewissen Gra-
de beliebig sind. Dies erkennt man u. a. daran, dass unter-
schiedliche Forscher die gleiche Theorie unterschiedlich
anwenden und unterschiedliche empirische Beobachtun-
gen fiir geeignet halten, die Theorie zu priifen.

Nehmen wir einmal an, ein Forscher habe sich zur
empirischen Priifung der fraglichen Hypothese ent-
schlossen und die unvermeidlichen Festlegungen ge-
troffen. Beispielsweise habe er sich entschlossen, die
Theorie am Beispiel des tabuisierten Wunsches von
Knaben nach einer erotischen Beziehung zur eigenen
Mutter zu priifen und die Stirke der Verdriangung tiber
den psychotherapeutischen Aufwand zu bestimmen,

der erforderlich ist, um die Erinnerung an das erotische
Begehren wieder herzustellen. Nach dieser Festlegung
muss sich der Forscher auf die Suche nach Therapeuten
machen, die bereit sind, ihm Klienten zu vermitteln, bei
denen sich die Hypothese untersuchen lisst. Auch fiir
diese Entscheidung macht die Theorie keine konkreten
Vorgaben.

n Das erste Uberbriickungsproblem besteht darin,
die Bestandteile einer theoretischen, wissenschaft-
lichen Aussage in konkrete, empirisch erfahrbare
Aussagen zu uberfithren. Dartiber, wie solche Kon-
kretisierungen zu treffen sind, machen Theorien im
Allgemeinen keine Aussage.

Operationalisierung und Messung

Kommen wir zum zweiten Uberbriickungsproblem, zu
der Ubersetzung empirischer Aussagen in die Sprache
der Zahlen. Wie kann und wie sollte der Forscher, wenn
er geniigend Klienten gefunden hat, die zur Teilnahme
an der Untersuchung bereit sind, die relevanten Gro-
flen, die in der Hypothese vorkommen, registrieren,
die erhobenen Informationen in die Symbolsprache
der Zahlen tibersetzen und diese Zahlen auf eine Weise
auswerten, die eine bestmdégliche Priifung der Hypo-
these gewdhrleistet?

Operationalisierung. Auf diese Frage gibt es viele Ant-
worten, und es ist schwer zu entscheiden, welche da-
von die beste ist. Beispielsweise konnte der Forscher so
vorgehen, dass er die Miitter der Klienten dazu befragt,
wie oft ihr Sohn in einem bestimmten Moment Kontakt
zu ihr gesucht hat, den man als erotische Anniherung
bezeichnen konnte. Blenden wir die offensichtlichen
Schwierigkeiten, die mit dieser Methode verbunden
sind, einmal aus und nehmen an, die Miitter der Kli-
enten wiirden die Frage beantworten. Dann kénnte der
Forscher die Haufigkeit von Annaherungsversuchen als
Maf fiir die Stirke des tabuisierten erotischen Begeh-
rens nehmen. Eine solche Art der Ubersetzung wird in
der Methodensprache hiufig als Operationalisierung
(Messbarmachung) bezeichnet. Spater werden wir den
Begriff des Messens prézise definieren und ausfiihrlich
erldutern (Abschn. 5.2).

Im gegenwirtigen Beispiel stellt die Menge der na-
tiirlichen Zahlen die Symbole bereit, in denen wir den
ersten Teil der zu priifenden Behauptung formulieren
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konnten. In dhnlicher Weise konnte der Forscher sich
entscheiden, den psychotherapeutischen Aufwand
durch die Zahl der therapeutischen Sitzungen anzuge-
ben, die laut den Aufzeichnungen der Psychoanalytiker
erforderlich waren, um den verdrangten Tabubruch in
Erinnerung zu rufen. Auch die mit dieser Entscheidung
verbundenen Probleme lassen wir im Moment beisei-
te und halten fest, dass sich auch der zweite Teil der
theoretisch erwarteten empirischen Verhéltnisse in der
Sprache der natiirlichen Zahlen ausdriicken liefle.

n Das zweite Uberbriickungsproblem besteht da-
rin, diejenigen Bestandteile, iber deren Relation die
Hypothese eine Aussage macht, zu quantifizieren,
d.h. in messbare Groflen (die wiederum mithilfe
von Zahlen darstellbar sind) zu iibertragen.
Dariiber, wie solche Operationalisierungen vorzu-
nehmen sind, machen Theorien im Allgemeinen
keine Aussage.

Datenerhebung und Datenauswertung

Nehmen wir schliefilich an, der Forscher habe die bei-
den fraglichen Grofen auf die beschriebene Weise bei
einer Gruppe von Klienten ermittelt. Er verfiigt dann
iiber zwei Zahlenreihen, die mit einer der Hypothese
angemessenen Methode ausgewertet werden miissen.

Was bedeuten in diesem Zusammenhang »auswer-
ten« und »angemessen«? Auswerten heif3t, die Zahlen
in einer Weise zu ordnen, dass sie eine Aussage ergeben.
Angemessen heif3t, dass die Form dieser Aussage jener
der empirischen Aussage moglichst genau entspricht,
also der Aussage, dass die Haufigkeit von Anndhe-
rungsversuchen als Maf fiir die Starke des tabuisierten
erotischen Begehrens mit der Zahl der therapeutischen
Sitzungen zusammenhingt, die laut den Aufzeichnun-
gen der Psychoanalytiker erforderlich waren, um den
verdriangten Tabubruch in Erinnerung zu rufen. Wie
wir spater erfahren werden, kénnte die Korrelations-
analyse diesen Zweck erfiillen. Auf der Basis des Ergeb-
nisses dieser Analyse wiirde der Forscher beurteilen, ob
bzw. wie genau die theoretischen Vorhersagen einge-
troffen sind.

Die Qualitdt der Schlussfolgerung, die der Forscher
aus seinen Daten zur Beurteilung der Theorie zieht,
héngt davon ab, wie gut er die Theorie in empirische
Hypothesen iibersetzt hat, wie gut seine empirischen
Beobachtungen waren, wie gut er seine empirischen

2 Struktur und Ablauf wissenschaftlicher Untersuchungen

Beobachtungen in die Zahlensprache iibersetzt hat und
wie gut sich die gewéhlte Auswertungsmethode fiir die
verfiigbaren Daten und die Fragestellung eignet. Der
Forscher - und dies gilt fiir den Praktiker in vergleich-
barer Weise — muss also im Forschungsprozess zahlrei-
che Entscheidungen fillen, deren Giite sich nicht in je-
dem Fall mit letzter Sicherheit beurteilen ldsst. Dies ist
einer der vielen Griinde, weshalb Theorien durch empi-
rische Untersuchungen nie definitiv und abschlieflend
als richtig oder falsch beurteilt werden kénnen. Wenn
z.B. die Daten mit einer unpassenden oder mangelhaf-
ten Methode erhoben oder ausgewertet wurden, sagen
die Ergebnisse nichts iber die Theorie aus, die gepriift
werden sollte. Deshalb ist es wichtig, die besten der ver-
fiigbaren Methoden fiir empirische Untersuchungen zu
finden und den Untersuchungsprozess so transparent
wie moglich zu gestalten, damit andere Wissenschaftler
oder Praktiker die Entstehung der Ergebnisse nachvoll-
ziehen, sich ein eigenes Urteil iiber die Qualitdt der Un-
tersuchung bilden und die Fragestellung gegebenenfalls
mit besseren Methoden erneut untersuchen konnen.

2.2 Schritte im Forschungsprozess

Das Beispiel, mit dem wir im letzten Abschnitt die Ebe-
nen wissenschaftlicher Aussagen und die Schwierigkei-
ten, diese Ebenen ineinander zu tiberfiihren, illustriert
haben, lief} bereits in groben Ziigen den Ablauf einer
wissenschaftlichen Untersuchung erkennen. Betrach-
ten wir nun diesen Ablauf etwas genauer.

2.2.1 Entstehung eines Erkenntnisinteresses

Der Forschungsprozess beginnt in der Regel mit einem
Erkenntnisinteresse. Dessen Quellen kénnen vielféltig
sein:
Man stof8t auf Ungereimtheiten in den Befunden
verschiedener Untersuchungen und mochte sie kli-
ren.
Man glaubt einen Befund nicht, den man liest, und
mochte ihn selbst nachpriifen.
Man erhilt die Anfrage eines Praktikers, der mit ei-
nem Problem konfrontiert ist, fiir das er keine Lo-
sung kennt.
Man erhdlt von einem Auftraggeber den gezielten
Auftrag, eine Fragestellung zu kldren.
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Man macht im Alltag eine Beobachtung, die man
sich nicht erklaren kann und fiir die man auch in der
Literatur keine Erklarung findet.

Man st6f3t in der Literatur auf viele unterschiedliche
Erklarungen fiir ein Phdnomen, das man gerne ver-
stehen mochte.

Die eigene Forschung konnte dann das Ziel verfolgen
herauszufinden, welche Erkldrung sich am besten be-
wihrt oder unter welchen Randbedingungen welche
Erklarung zutrifft.

Nehmen wir einmal an, eine Forscherin, die nor-
malerweise keine 6ffentlichen Verkehrsmittel benutzt,
wiirde ausnahmsweise an mehreren Tagen mit der Stra-
flenbahn fahren und dabei wiirde ihr auffallen, dass
viele Sitzbeziige aufgeschlitzt sind. Nachdem sich ihre
erste Emporung gelegt hat, beginnt die Forscherin neu-
gierig zu werden und sich nach den Ursachen zu fragen.
Sie beschlief3t, der Frage wissenschaftlich nachzugehen.

2.2.2 Sammlung verfiigbaren Wissens

Die meisten Wissenschaftlerinnen und Wissenschaft-
ler werden in einer solchen Situation damit beginnen
nachzudenken, ob sie iiber das erklirungsbediirftige
Phianomen vielleicht schon etwas wissen. Falls ihnen
keine Theorie oder Untersuchung zum Thema einfillt,
werden sie vielleicht das Gesprich mit Kolleginnen
oder Kollegen suchen, denen sie zutrauen, etwas von
der Sache zu verstehen.

Gleichzeitig wird man sich als Wissenschaftler in
der Literatur auf die Suche nach Arbeiten machen,
die sich mit dem Phidnomen oder verwandten Phéino-
menen befasst haben. Geeignet fiir diesen Zweck sind
Literaturdatenbanken, Lehr- und Handbiicher sowie
Zeitschriften, die Uberblicksarbeiten (sog. Review-Ar-
tikel) publizieren (z.B. die Zeitschrift »Annual Review
of Psychology«). Mithilfe von passenden Suchbegrif-
fen - im gegenwirtigen Beispiel etwa »Vandalismusx,
»mutwillige Zerstorung« oder »Zerstorung 6ffentlichen
Eigentums« — wird man versuchen, moglichst aktuelle
Arbeiten zum Thema zu finden. Wird man fiindig, be-
ginnt man diese Arbeiten zu lesen und priift dabei, ob
sie das eigene Erkenntnisinteresse hinreichend befrie-
digen kénnen oder nicht. Meistens wird man in den ge-
lesenen Artikeln Hinweise auf weitere Arbeiten finden,
die man mit der ersten Suchstrategie nicht entdeckt hat.

Auch diese Arbeiten wird man lesen und nach brauch-
baren Informationen fiir die eigene Fragestellung
durchforsten. Wenn das Erkenntnisinteresse im Zuge
dieser Lektiire befriedigt werden kann, hat sich eine
eigene Untersuchung eriibrigt. Haufig jedoch bleiben
Fragen offen oder es entstehen neue. In diesem Prozess
kann es also bereits zu einer Verdnderung oder Prizi-
sierung des eigenen Erkenntnisinteresses kommen.

Eine weitere Strategie in dieser frithen Erkundungs-
phase besteht darin, zu iiberlegen und systematisch
anhand der verfiigbaren Literatur zu priifen, ob sich
Erkenntnisse aus anderen Gebieten der Psychologie,
die vordergriindig mit dem interessierenden Phéno-
men nichts zu tun zu haben scheinen, iibertragen las-
sen. Moglicherweise gehort das Aufschlitzen von Sitzen
in offentlichen Verkehrsmitteln zu einer Kategorie, die
viele psychologisch gleichwertige Verhaltensweisen
umfasst. Und moglicherweise gibt es zu anderen Ver-
haltensweisen aus dieser Kategorie bereits brauchbare
Erkenntnisse, die sich auf die eigene Fragestellung an-
wenden lassen. Probehalber konnte man das Aufschlit-
zen von Sitzen als eine von vielen Formen des Auslebens
von Aggressionen oder als eine von vielen normabwei-
chenden Verhaltensweisen interpretieren. Dann wiirde
man den Erkundungsprozess auf diese allgemeineren
Phinomene (Verhaltensklassen) ausdehnen und er-
neut in die Literatursuche eintreten, diesmal jedoch mit
allgemeineren Suchbegriffen wie »Aggression« oder
»normabweichendes Verhalten«.

2.2.3 Entwicklung einer Fragestellung

oder Hypothese

In vielen Fillen wird man bei einer solchen erweiterten
Suche nach bereits verfiigbaren Erkenntnissen fiindig.
In manchen Fillen wird man sie fiir so gut {ibertrag-
bar halten, dass sich eine eigene Untersuchung eriib-
rigt. Andernfalls ldsst man sich durch die gefundenen
Arbeiten dazu anregen, vorhandene Theorien auf die
eigene Fragestellung zu iibertragen. Diese Ubertragung
ist jedoch mit einem Risiko behaftet: Es bleibt die Un-
gewissheit, ob sich die Theorie, die sich in anderen An-
wendungen bewiéhrt hat, auch fiir die eigene Fragestel-
lung eignet. Eine eigene Untersuchung konnte dann das
Ziel haben, diese Ungewissheit zu beseitigen.

Fiir den Fall, dass sowohl die spezifische als auch die
erweiterte Literatursuche ergebnislos bleibt, miissen
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neue Erklirungen entwickelt werden. Meistens wird
man in einem solchen Fall jedoch nicht gleich eine aus-
gearbeitete Theorie anstreben, sondern zundchst die
Beobachtung des erklarungsbediirftigen Phédnomens
ausdehnen und systematischer vornehmen. Dies geht
zwar nicht ganz ohne theoretische Vorannahmen; die
Untersuchung verfolgt dennoch eher die Klirung ei-
ner Fragestellung als die Priifung einer ausgearbeiteten
Theorie.
In unserem Beispiel konnten sinnvolle Fragestellun-
gen etwa lauten:
Zeigen Personen, die Sitze aufschlitzen, noch andere
Verhaltensweisen, die man in die gleiche psycholo-
gische Kategorie einordnen kann? Beschadigen sie
z.B. auch Straflenlampen und offentliche Toiletten?
Richten sich die Verhaltensweisen nur gegen 6ffent-
lichen oder auch gegen privaten Besitz? Tendieren
die betreffenden Personen z.B. auch dazu, Autoan-
tennen und Scheibenwischer an privaten Pkws ab-
zubrechen?
Werden von den Personen auch andere norm-
widrige Verhaltensweisen gezeigt, die nichts mit
Vandalismus zu tun haben? Begehen sie z.B. auch
Ladendiebstihle, erpressen sie ihre Mitschiiler oder
Arbeitskollegen, hinterziehen sie Steuern, begehen
sie Versicherungsbetrug?

Hinter solchen Fragestellungen stehen in aller Regel
schon Vermutungen, die mehr oder weniger konkret
und prizise sein konnen. Beispielsweise konnte hinter
der dritten Fragestellung die Annahme stehen, dass es
eine interindividuell unterschiedliche und iiber viele
Verhaltensbereiche generalisierte Bereitschaft gibt, so-
ziale Normen zu tibertreten.

In diesem Falle hitte die Fragestellung bereits den
Charakter einer konkreten Hypothese: Das Aufschlit-
zen von Sitzen ist eines von vielen Anzeichen einer Dis-
position (Neigung) zu abweichendem Verhalten. Dies
ist jedoch nur eine von vielen denkbaren Erklarungen
fiir das beobachtete Phdnomen. Weitere Hypothesen
kénnten lauten:

Die Téter wissen vielleicht nicht, dass das Aufschlit-

zen von Sitzen unerwiinscht und verboten ist.

Das Aufschlitzen von Sitzen konnte eine Mutprobe

sein und dazu dienen, Freunden zu imponieren.

Das Aufschlitzen von Sitzen konnte ein Zeichen von

Neugier sein. Vielleicht haben die Téter ein brennen-

des Interesse herauszufinden, wie die Sitze aufgebaut

2 Struktur und Ablauf wissenschaftlicher Untersuchungen

sind, wie robust sie sind oder wie leistungsfihig das
neu erworbene Taschenmesser ist.

Das Aufschlitzen von Sitzen koénnte eine symboli-
sche Botschaft an andere Fahrgiste sein, dass man
sich der Gesellschaft nicht zugehoérig fiihlt und ihre
Spielregeln nicht akzeptiert.

Viele weitere Erkldarungen sind denkbar. Wichtig ist
es, bei der Formulierung von Hypothesen im Auge zu
behalten, dass sie empirisch priifbar bzw. widerlegbar
sind, eine gewisse Allgemeingiltigkeit aufweisen und
theoretisch begriindet sind. Die theoretische Begriin-
dung ergibt sich meist aus der Literaturrecherche. Um
Hypothesen einer empirischen Priifung unterziehen zu
konnen, ist es ferner von Vorteil, alle theoretischen Kon-
zepte, deren man sich bedient, so prizise wie moglich
zu definieren. Im Falle der Hypothese, das Aufschlitzen
von Sitzen diene dazu, Freunden zu imponieren, miiss-
te definiert werden, was unter »imponieren« zu verste-
hen ist. Im Falle der Hypothese, das Aufschlitzen von
Sitzen befriedige Neugier, miisste definiert werden, was
»Neugier« bedeutet, etc. Je praziser die theoretischen
Konzepte, die Bestandteil einer Hypothese sind, defi-
niert sind, desto leichter fillt die Hypothesenpriifung.

2.2.4 Planung einer Untersuchung

Um solche Fragestellungen bzw. Hypothesen zu kla-
ren, bedarf es nach dem Selbstverstindnis unserer
wissenschaftlichen Disziplin einer empirischen Un-
tersuchung. Zur weiteren Illustration des Forschungs-
prozesses wahlen wir die Dispositionshypothese aus,
die besagt, dass das Aufschlitzen von Sitzen eines von
vielen Anzeichen einer generalisierten Bereitschaft zur
Ubertretung von sozialen Normen ist. Die Konzentra-
tion auf diese Hypothese macht es zundchst erforder-
lich, andere Formen normabweichenden Verhaltens
zu bestimmen. Einige Beispiele wurden oben gegeben
(Versicherungsbetrug etc.).

Auswahl einer Erhebungsmethode

Anschlieflend muss tiberlegt und entschieden werden,
wie man iiber diese Verhaltensweisen Informationen
gewinnen mdchte. Beispielsweise konnte man sich fiir
eine Verhaltensbeobachtung oder fiir eine Befragung
entscheiden. Weitere Moglichkeiten werden wir spa-
ter kennenlernen (Kap. 3). Wiirde man sich fiir eine
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Befragung entscheiden, miisste man einen Fragebogen
entwickeln, der eine Vielzahl normabweichender Ver-
haltensweisen enthalt. Man konnte zu jeder Verhaltens-
weise fragen, ob sie schon einmal gezeigt wurde, wann
das letzte Mal und wie oft in einem definierten Zeit-
raum. Da normabweichendes Verhalten von den meis-
ten Menschen aus Angst vor Strafe oder Ablehnung nur
ungern zugegeben wird, miisste man mit geeigneten
Mafinahmen sicherstellen, dass die befragten Personen
ehrlich antworten. Dies kénnte man etwa durch ano-
nyme Befragungen erreichen, wie sie in der Krimino-
logie zur Ermittlung von Dunkelziffern durchgefiihrt
werden. Alternativ dazu kénnte man die Aussagen der
Personen tiberpriifen, indem man Bezugspersonen wie
Freunde, Verwandte und Lehrer iiber das gleiche Ver-
halten der Person befragt und die Angaben der Zielper-
son mit jenen dieser Fremdbeurteiler vergleicht.

Festlegung der Population und Auswahl

einer Stichprobe

Als Néchstes muss fiir die Erhebung eine Stichprobe
ausgewahlt und deren Grofle festgelegt werden. Wie
wir spdter lernen werden, ist es dabei wichtig, dass
man zundchst die Grundgesamtheit (Population)
derjenigen Personen definiert, fiir die die zu priifen-
de Hypothese gelten soll. In unserem Beispiel kénnte
die Grundgesamtheit aus Jugendlichen und jungen
Erwachsenen bestehen. Aus dieser Grundgesamtheit
muss dann eine reprisentative Stichprobe gezogen
werden. Die Stichprobengroflie ergibt sich aus dem
Genauigkeitsanspruch der Untersuchung. Wenn die
Untersuchung eine erste Erkundung sein soll und v.a.
den Zweck verfolgt, weiterfiihrende Ideen zu gene-
rieren, geniigt eine kleine Zahl von Personen. Wenn
hingegen eine Theorie getestet werden soll oder aus
den Befunden weitreichende Schlussfolgerungen ge-
zogen werden sollen, von denen die Grundgesamtheit
betroften ist, wird die Stichprobe grofier sein miissen.
Warum das so ist und wie man bei der Planung der
Stichprobengréfie vorgeht, werden wir spéter erfahren
(Kap. 8).

Probleme bei der Versuchsdurchfiihrung

Nachdem man sich fiir eine bestimmte Form der empi-
rischen Priifung der Hypothese entschieden hat, sollte
man sich als Néchstes die Frage stellen, mit welchen
Problemen bei der Versuchsdurchfithrung potenziell
zu rechnen ist.

Mangelnde Validitit. Eine Schwierigkeit haben wir be-
reits kennengelernt: Fragt man Menschen nach ihrer
Neigung zu normabweichendem Verhalten, besteht die
Gefahr, dass man keine ehrlichen Antworten erhilt; es
konnte also sein, dass zwei Personen, die auf die Frage,
wie oft sie im letzten Jahr Ladendiebstahl begangen ha-
ben, »noch nie« bzw. »drei Mal« antworten, sich nicht
wirklich in ihrer Normbruchneigung unterscheiden,
sondern lediglich in ihrer Ehrlichkeit. Das wére miss-
lich, denn man hitte nicht das gemessen, was man mes-
sen wollte: Statt Unterschieden in der Normbruchnei-
gung hitte man Unterschiede in der Ehrlichkeit erfasst.
Wir werden spiter sehen, dass das Ausmaf3, in dem
eine empirische Messung tatsidchlich das erfasst, was sie
erfassen soll, eine Eigenschaft der Messung ist und als
»Validitdt« bezeichnet wird (Abschn. 3.4). Wir werden
auch sehen, wie man die Validitat einer Messung quan-
tifizieren kann und mit welchen Strategien man die Va-
liditat der Messung erhohen kann.

Systematisch fehlende Werte. Eine weitere Schwierig-
keit konnte darin bestehen, dass Personen, die man in
die Stichprobe gezogen hat, sich weigern, die gestellten
Fragen zu beantworten. Dann gibe es fehlende Werte
in den Daten. Solange solche fehlenden Werte unsys-
tematisch tiber die Personen hinweg verteilt sind und
es mehr oder weniger Zufall ist, wer die Auskunft ver-
weigert und wer nicht, gibt es keine grofSen Probleme.
Schwierig wird es hingegen, wenn nur bestimmte Per-
sonen die Auskunft verweigern, z.B. diejenigen, die in
sehr starkem Maf3e zu normabweichendem Verhalten
neigen. Wenn also Werte aus einem bestimmten Spekt-
rum systematisch fehlen, kann das die Aussagekraft der
Daten erheblich mindern.

Ethische Unbedenklichkeit

Eine zentrale Frage, die man sich bei der Planung der
eigenen Untersuchung stellen sollte, ist die der ethi-
schen Unbedenklichkeit. Wissenschaftlerinnen und
Wissenschaftler haben ein Erkenntnisinteresse, das im
Idealfall der Gesellschaft dient, Fragen beantwortet und
Probleme losen hilft. Aber manchmal steht dieses Er-
kenntnisinteresse im Konflikt mit Prinzipien der ethi-
schen Verantwortlichkeit gegeniiber den Versuchsper-
sonen. Ethisch bedenklich sind Untersuchungen, wenn
sie die Menschenwiirde verletzen oder mit potenziellen
Gefahren fiir Leib, Leben und Wohlergehen verbunden
sind. Die Frage, wie Menschen Traumata und schweren
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psychischen Stress bewiltigen, mag wissenschaftlich
und gesellschaftlich hoch relevant sein, aber sie beriihrt
einen sensiblen Bereich. So verbietet es sich, Traumata
gezielt experimentell auszulosen, um zu untersuchen,
wie deren kognitive Verarbeitung funktioniert. Auch
die blofle Befragung zu zuriickliegenden traumatischen
Erfahrungen kann ethisch bedenklich sein, wenn die
Gefahr besteht, dass die Befragungssituation von der
befragten Person als belastend erlebt wird. Ethisch be-
denklich wire in diesem Fall andererseits der Verzicht
auf eine Untersuchung, deren Ergebnisse den betroffe-
nen Personen helfen konnten, ihre traumatischen Er-
fahrungen besser zu verarbeiten.

Die Deutsche Gesellschaft fiir Psychologie (DGPs)
und der Berufsverband Deutscher Psychologinnen
und Psychologen (BDP) haben gemeinsam ethische
Richtlinien herausgegeben, die nicht nur die Unbe-
denklichkeit wissenschaftlicher Fragestellungen und
empirischer Herangehensweisen betreffen, sondern
auch allgemeine Fragen der beruflichen Praxis von Psy-
chologinnen und Psychologen. Der aktuelle Text ist im
Internet abrufbar. (¢ Einen Link darauf finden Sie in
unseren Online-Materialien.)

2.2.5 Durchfithrung der Untersuchung

Zunichst muss das Untersuchungsmaterial erstellt
werden, z.B. der Fragebogen, mit dem die Haufig-
keit normabweichenden Verhaltens ermittelt werden
soll. Die Konstruktion von Fragebdgen ist eine Kunst
fiir sich, die wir hier nicht im Detail behandeln kén-
nen. Auf einige Aspekte, die es dabei zu beachten und
entscheiden gilt, werden wir spdter genauer eingehen
(Abschn. 3.3.3). Auflerdem gibt es Biicher, die sich
ausschliefflich mit der Konstruktion von Fragebogen
befassen (z.B. Moosbrugger & Kelava, 2012; Mum-
mendey & Grau, 2014).

Als Nachstes wird die Stichprobe rekrutiert. In un-
serem Beispiel konnte man etwa versuchen, iiber Schu-
len an die jiingeren Untersuchungsteilnehmer zu ge-
langen. Man kénnte aber auch Personen auf der Strafle
oder in oOffentlichen Verkehrsmitteln ansprechen und
um jhre Teilnahme bitten. Weiterhin kénnte man sich
von der Einwohnerbehérde eine Stichprobe von Perso-
nen aus dem Melderegister ziehen lassen. SchliefSlich
konnte mithilfe von Anzeigen in der Tagespresse zur
Teilnahme an der Untersuchung aufgerufen werden.

2 Struktur und Ablauf wissenschaftlicher Untersuchungen

Welche dieser Strategien man verfolgt und wie man
sie konkret anwendet, hiangt von der Fragestellung, der
Definition der Grundgesamtheit sowie von Annahmen
iiber Griinde der Teilnahmebereitschaft und befiirch-
teten Storfaktoren ab. Rechnet man z. B. mit regionalen
Unterschieden im fraglichen Verhalten, muss man die
Region bei der Stichprobenziehung systematisch be-
riicksichtigen.

Sobald die Stichprobe gezogen ist, kann mit der Da-
tenerhebung begonnen werden. In unserem Beispiel
bedeutet dies, dass man den Fragebogen in Schulklas-
sen austeilt, jenen Personen, die man auf der Strafle
oder in offentlichen Verkehrsmitteln angesprochen
hat, den Fragebogen nebst einem frankierten Riick-
sendeumschlag aushdndigt oder jenen Personen, deren
Anschrift man von der Einwohnerbehérde bekommen
hat bzw. die sich auf die Anzeige in der Zeitung hin ge-
meldet haben, den Fragebogen zusammen mit einem
Riicksendeumschlag, einem Begleitschreiben und einer
Instruktion zuschickt.

Insbesondere wenn man Experimente durchfiihrt,
ist es wichtig, den Versuchsablauf penibel zu dokumen-
tieren. Eine gute Protokollierung hilft dabei, im Nach-
hinein unerwartete Schwierigkeiten oder Probleme bei
der Versuchsplanung bzw. der Versuchsdurchfithrung
zu erkennen oder diejenigen Versuchspersonen zu
identifizieren, die aus bestimmten Griinden (z.B. man-
gelnde Motivation, Hypothese korrekt erraten, Proble-
me bei der Datenspeicherung etc.) von der Datenanaly-
se ausgeschlossen werden miissen.

Arbeitet man mit standardisiertem Versuchsmate-
rial (wie z.B. einem Fragebogen, einem Test oder ei-
ner computergesteuerten Apparatur), ist es sinnvoll,
eine Zwischenanalyse der Daten vorzunehmen und zu
tiberpriifen, ob es Schwierigkeiten gibt (z.B. zu schwere
oder missverstindliche Fragen), die es im Extremfall
notig machen, den Versuch abzubrechen.

Auch bei der Versuchsdurchfithrung ist die Einhal-
tung ethischer Standards essenziell (vgl. die ethischen
Richtlinien der DGPs und des BDP). Hierzu gehoren
v

die Aufklarung der Versuchspersonen iiber poten-

zielle Risiken vor Beginn des Experiments,

der Hinweis darauf, dass die Teilnahme an der Un-

tersuchung freiwillig ist und jederzeit ohne Angabe

von Griinden abgebrochen werden kann,

die Zusicherung von Vertraulichkeit bei der Aufbe-

reitung und Auswertung der Daten,
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das Einholen einer Einwilligungserkldrung seitens
der Versuchspersonen,

eine ausfithrliche und liickenlose Aufkldrung der
Versuchspersonen iiber den Zweck der Untersu-
chung spatestens nach Abschluss der Untersuchung.

2.2.6 Auswertung der Daten

Sobald die Erhebung abgeschlossen ist, kann die Aus-
wertung beginnen. Als Erstes miissen die erhobenen
Informationen in einer Weise aufbereitet werden, die
sich zur Auswertung eignet. In den meisten psycho-
logischen Untersuchungen werden die erhobenen In-
formationen durch numerische Codierung in Zahlen
iibersetzt. In unserem Beispiel konnte die Bejahung
der Frage nach normabweichenden Verhaltensweisen
mit der Zahl 1, die Verneinung mit der Zahl 0 codiert
werden. Antworten auf die Frage nach der Haufigkeit
normabweichender Verhaltensweisen in einem defi-
nierten Zeitraum konnte man zahlenméflig tiberneh-
men. Den Zeitraum bis zur letzten Ubertretung einer
Norm konnte man in Abschnitte einteilen (z.B. 1 Mo-
nat, 3 Monate, 6 Monate, 1 Jahr, 3 Jahre usw.) und fiir
jeden Abschnitt eine Zahl festlegen (1, 2, 3, 4, 5 usw.)
oder aber den Zeitraum in der Anzahl der vergangenen
Monate codieren (1, 3, 6, 12, 36 usw.). Die Art der Co-
dierung héngt davon ab, welche Auswertungsmethode
angewendet werden soll. Um Fehler bei der Ubertra-
gung zu vermeiden, empfiehlt es sich, einen Codier-
plan zu erstellen.

Datenmatrix: Darstellung der Daten

Die Speicherung der codierten Informationen erfolgt
heute in elektronischen Datenbanken. Meistens wer-
den die Daten in Matrixform geordnet und dargestellt.
Diese Form ist iibersichtlich und entspricht der Struk-
tur, die viele Auswertungsmethoden voraussetzen.
Eine Matrix ist die Anordnung von Zahlen in Tabel-
lenform. Die Tabelle ist durch die Anzahl der Zeilen
und Spalten definiert. Einer bewihrten Konvention
entsprechend schreibt man in der Psychologie die
codierten Informationen {iber eine Person nebenei-
nander. Personen stellen in einer Datenmatrix also
die Zeilen dar. Die Spalten entsprechen der Art der
Information, die erhoben wurde, in unserem Beispiel
also den einzelnen Fragen des Fragebogens. In einer
Zelle der Matrix steht dann die numerisch codierte

Antwort, die eine Person auf eine bestimmte Frage des
Fragebogens gegeben hat.

Deskriptivstatistik: Beschreibung der Daten

Die eigentliche Auswertung besteht darin, dass die Zah-
len, die in der Datenmatrix stehen, nach bestimmten
Regeln kombiniert und zusammengefasst werden. In
der Regel beginnt man mit einer einfachen deskriptiven
(beschreibenden) Analyse der Daten. In unserem Bei-
spiel wird man sich vielleicht zunachst dafiir interessie-
ren, wie hdufig bestimmte Verhaltensweisen vorkom-
men. Um dies zu ermitteln, konnte man die Summe
der Spalten ermitteln, in denen die Antworten der Pro-
banden auf die Frage stehen, wie oft sie eine bestimmte
Norm in einem definierten Zeitraum verletzt haben,
wie oft sie z.B. in den vergangenen fiinf Jahren Steu-
ern hinterzogen und Versicherungen betrogen haben.
Die Summe der jeweiligen Spalte sagt aus, wie hiufig
das entsprechende Verhalten in der Gruppe insgesamt
vorkam.

Zentrale Tendenz. Dividiert man diese Summe durch
die Zahl der Probanden, ergibt sich die durchschnitt-
liche Haufigkeit der jeweiligen Verhaltensweise. Dieser
Durchschnittswert beschreibt die Gruppe insgesamt,
nicht mehr eine einzelne Person. Man spricht von einer
zentralen Tendenz.

Streuung. Weiterhin kénnte man in einer ersten Analy-
sephase auch die Frage kldren, wie stark sich Personen
in der Haufigkeit, mit der sie ein bestimmtes normab-
weichendes Verhalten in einem definierten Zeitraum
zeigen, voneinander unterscheiden. Moglicherweise
gibt es eine grofere Gruppe, die das Verhalten nie zeigt,
eine zweite grofere Gruppe, die das Verhalten selten
zeigt, und eine kleine Gruppe, die das Verhalten sehr
haufig zeigt. Analysen dieser Art intendieren die Be-
schreibung der Verteilung oder Streuung von Verhal-
tensweisen in der untersuchten Gruppe.

Kovariation. In einem weiteren Analyseschritt konnte
man sich der Frage zuwenden, ob zwei Verhaltenswei-
sen (z.B. Steuerhinterziehung und Versicherungsbe-
trug) im Sinne der Dispositionshypothese etwas mit-
einander zu tun haben. Um dies zu ermitteln, konnte
man auszihlen, wie viele Personen beide Verhaltens-
weisen (Fall 1), nur eine der beiden Verhaltenswei-
sen (Fall 2) oder keine der beiden Verhaltensweisen
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14 Unterschiede zwischen mehreren
abhangigen Stichproben: Varianzanalyse
mit Messwiederholung und verwandte Verfahren

Was Sie in diesem Kapitel lernen

> Wie testet man, ob Bedingungsmittelwerte bei Ex-
perimenten mit intraindividueller Bedingungsva-
riation signifikant voneinander abweichen?

> In welche Bestandteile wird bei der Varianzana-
lyse mit Messwiederholung die Gesamtvariation
zerlegt?

> Wie konnen bei der Varianzanalyse mit Messwie-
derholung spezifische Hypothesen iiber Mittel-
wertsunterschiede getestet werden?

> Wie werden Interaktionseffekte zwischen zwei
messwiederholten Faktoren getestet?

> Wie werden Interaktionseffekte zwischen einem
messwiederholten und einem nicht-messwieder-
holten Faktor getestet?

> Wie testet man auf der Basis eines nonparamet-
rischen Tests, ob die Mediane mehrerer messwie-
derholter Bedingungen signifikant voneinander
abweichen?

In Kapitel 13 haben wir die Varianzanalyse als Mog-
lichkeit kennengelernt, Mittelwertsunterschiede aus
mehreren unabhidngigen Stichproben auf ihre statis-
tische Bedeutsamkeit hin zu testen. Die Variation in
den Messwerten, die ein Faktor (bzw. mehrere Fak-
toren und ihre Wechselwirkung) verursacht, haben
wir als Effekte (Haupteffekte, Interaktionseftekte) be-
zeichnet und gesehen, dass solche Effekte auf der Basis
eines F-Tests inferenzstatistisch abgesichert werden
koénnen. Wir haben festgestellt, dass eine notwendige
Voraussetzung fiir die Anwendung des in Kapitel 13
beschriebenen F-Tests darin besteht, dass es zwischen
Messwerten, die aus unterschiedlichen Stichproben
(d.h. aus unterschiedlichen Stufen des Faktors) stam-
men, keinerlei gegenseitigen Abhingigkeiten gibt. Es
muss sich also bei den Stufen eines Faktors jeweils um
unabhdngige Stichproben handeln: In den unterschied-
lichen Faktorstufen miissen sich unterschiedliche Per-
sonen befinden.

In diesem Kapitel werden wir nun sehen, wie die
Varianzanalyse funktioniert, wenn es sich bei den Fak-
torstufen um abhdngige Stichproben handelt. Was mit
abhingigen Stichproben gemeint ist (und was nicht mit
ihnen gemeint ist), haben wir bereits in Kapitel 12 aus-
fithrlich behandelt. Abhdngige Stichproben liegen z.B.
vor, wenn es sich um Experimente mit intraindividuel-
ler Bedingungsvariation handelt (sog. messwiederholte
Faktoren) oder wenn unterschiedliche Versuchsper-
sonen in den unterschiedlichen Faktorstufen einander
zugeordnet werden konnen (aufgrund einer »natiirli-
chen Beziehung« zwischen ihnen oder aufgrund glei-
cher Auspriagungen auf einer Kontrollvariablen; vgl. die
Technik des Parallelisierens in Abschn. 4.3.3). Da die
wiederholte Messung an den gleichen Personen den ty-
pischen Anwendungsfall abhéngiger Stichproben dar-
stellt, wird die entsprechende Auswertungsprozedur als
»Varianzanalyse mit Messwiederholung« (engl. repea-
ted-measures analysis of variance, kurz: RM-ANOVA
oder auch within-subjects ANOVA) bezeichnet. Den
Fall einer einfaktoriellen Varianzanalyse mit Messwie-
derholung werden wir in Abschnitt 14.1 detailliert be-
handeln.

Im Falle von mehrfaktoriellen Designs koénnen
Messwiederholungen bei keinem, einigen oder allen
Faktoren vorliegen. Sind alle Faktoren messwieder-
holt, spricht man von einem komplett messwiederhol-
ten Design; sind nur einige Faktoren messwiederholt,
andere hingegen nicht, spricht man von einem parti-
ell messwiederholten Design. Wir werden uns in Ab-
schnitt 14.2 auf zwei Fille beschranken: ein zweifak-
torielles Design mit vollstindiger Messwiederholung
und ein zweifaktorielles Design mit Messwiederholung
auf einem Faktor. Abschlieflend werden wir in diesem
Kapitel noch einen nonparametrischen Test auf Unter-
schiede zwischen mehreren Medianen im Falle eines
messwiederholten Faktors vorstellen (Abschn. 14.3)
und auf Verfahren fiir kategoriale Variablen verweisen
(Abschn. 14.4).
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14.1 Einfaktorielle Varianzanalyse

mit Messwiederholung

Wir haben in Abschnitt 13.1 darauf hingewiesen, dass
die einfaktorielle Varianzanalyse ohne Messwieder-
holung eine Erweiterung (oder Verallgemeinerung)
des t-Tests fir unabhéngige Stichproben ist (vgl. Ab-
schn. 11.1.2). Dementsprechend ist die einfaktorielle
Varianzanalyse mit Messwiederholung eine Erweite-
rung (oder Verallgemeinerung) des t-Tests fiir abhdngi-
ge Stichproben (vgl. Abschn. 12.1.1). Sie wird verwen-
det, wenn die Nullhypothese getestet werden soll, dass
sich die Mittelwerte mehrerer abhédngiger Stichproben
(z.B. experimenteller Bedingungen) nicht voneinander
unterscheiden.

Der klassische Fall von abhingigen Stichproben ist
die intraindividuelle Bedingungsvariation: Von allen
Personen in der Stichprobe werden wiederholt Mess-
werte unter unterschiedlichen experimentellen Bedin-
gungen erhoben. Beispielsweise konnte man die kogni-
tive Leistungsfahigkeit von Personen dreimal erheben
und miteinander vergleichen: (1) ohne Stimmungsin-
duktion, (2) nach positiver Stimmungsinduktion und
(3) nach negativer Stimmungsinduktion. Mit einem
solchen Design konnte die Hypothese tiberpriift wer-
den, dass sich positive Stimmung forderlich und nega-
tive Stimmung hemmend auf die kognitive Leistungs-
fahigkeit auswirken. Da in allen drei experimentellen
Bedingungen die gleichen Personen getestet werden,
handelt es sich um abhéngige Stichproben: Die Mess-
werte werden {iber die drei Bedingungen hinweg mitei-
nander kovariieren, da die kognitive Leistungsfahigkeit
eben nicht nur von der Stimmung, sondern auch von
persongebundenen Variablen abhéngt, die iiber die drei
Stimmungsbedingungen hinweg stabil bleiben (Intelli-
genz, Teilnahmemotivation etc.).

Kovariation zwischen den Messungen. Ein Teil der Va-
riation in den Messwerten ist also dadurch zu erkld-
ren, dass es sich um die gleichen Personen (und damit
teilweise um die gleichen persongebundenen Einfliisse
auf die Messwerte) handelt. Wir haben in Kapitel 12.1
die Kovarianz als einen statistischen Kennwert ken-
nengelernt, der angibt, wie grofl der Einfluss solcher
persongebundenen Merkmale ist (s. hierzu ausfiihrlich
Abschn. 16.3.1). Genauer gesagt: Die Kovarianz gibt
an, wie stabil Unterschiede zwischen Personen {iiber
zwei Messungen hinweg bleiben. Liegen mehr als zwei

Messungen vor, muss diese Stabilitit anders quantifi-
ziert werden. In Abschnitt 14.1.2 werden wir sehen, wie
diese »Varianz zwischen Personen« bestimmt werden
kann und welche Rolle sie fiir die Zerlegung der Ge-
samtvariation spielt. Durch die Kovariation wiederhol-
ter Messungen konnen stabile Storvariablen, die an die
Person gebunden sind (z.B. Personlichkeitsmerkmale),
statistisch kontrolliert werden. Hierdurch reduziert sich
der Anteil unerkldrter Varianz. Folglich gewinnt man
an Teststdrke (Power) und bendtigt eine geringere op-
timale Stichprobengrofie als bei einer Varianzanalyse
ohne Messwiederholung. Dies ist ein grofler Vorteil von
Messwiederholungsdesigns.

Sequenzeffekte. Ein Nachteil experimenteller Designs
mit intraindividueller Bedingungsvariation besteht
darin, dass die Messwerte nicht vor systematischen
Verfilschungen gefeit sind. So konnte es sein, dass
Versuchspersonen im Laufe der Untersuchung die Hy-
pothese erraten, dass ihre Motivation, am Experiment
teilzunehmen, zunehmend nachldsst oder dass sie Ant-
wort- bzw. Losungsstrategien von einer Messung auf die
néchste tibertragen bzw. sich an ihre fritheren Antwor-
ten erinnern. All diese systematischen Verfalschungen,
die typisch fiir Messwiederholungsdesigns sind, werden
unter dem Begrift Sequenzeffekte zusammengefasst. Fiir
eine Systematik solcher Sequenzeffekte und den Um-
gang mit ihnen (etwa die Beriicksichtigung bestimmter
Kontrollstrategien wie die intra- oder interindividuelle
Ausbalancierung) verweisen wir auf einschldgige Lehr-
biicher zur Versuchsplanung (z.B. Huber, 2013; Hussy
& Jain, 2002; Shadish et al., 2002).

Verdnderungsmessung. In vielen psychologischen Fra-
gestellungen geht es nicht um Unterschiede, die durch
die Manipulation einer experimentellen Variablen her-
vorgerufen werden, sondern lediglich um Unterschiede
im Laufe der Zeit. Anders gesagt: Oft ist die Zeit selbst
die unabhéngige Variable, und man interessiert sich fiir
die Verdnderung in den (durchschnittlichen) Messwer-
ten liber die Zeit hinweg. Beispielsweise interessiert man
sich in der allgemeinen Entwicklungspsychologie dafiir,
ob und wie sich psychologische Merkmale mit zuneh-
mendem Alter verdndern. Dies erfordert die wiederhol-
te Messung der fraglichen Merkmale. Werden tiber die
Zeit hinweg immer wieder Messwerte von den gleichen
Personen erhoben, handelt es sich um eine sog. Langs-
schnittuntersuchung. Auch hier kann man sich mithilfe
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einer Varianzanalyse mit Messwiederholung der Frage
widmen, ob die Unterschiede in den Mittelwerten zwi-
schen den Messzeitpunkten signifikant variieren.

Evaluationsforschung. Interessiert man sich im Rah-
men einer Untersuchung zur Wirksamkeit einer psy-
chologischen Intervention dafiir, ob und inwieweit
sich durch die Intervention die Merkmalsausprigung
iiber die Zeit hinweg verdndert hat (z.B. inwieweit
durch eine Psychotherapie das Ausmafl subjektiver
Belastungen reduziert wurde oder inwieweit durch ein
Lerntraining die Schulleistung von Kindern verbessert
wurde), so sind wiederum Messwiederholungsdesigns
angezeigt. Messwiederholungsdesigns sind typisch fir
die Evaluationsforschung, v.a. fiir die Prozess- und die
Wirksamkeitsevaluation (vgl. Gollwitzer & Jager, 2014).

Datenbeispiel

Um die Grundidee der einfaktoriellen Varianzanalyse
mit Messwiederholung zu veranschaulichen, begin-
nen wir auch hier mit einem einfachen Datenbeispiel.
Stellen wir uns vor, das in Abschnitt 13.1 geschilderte
Experiment zum Modelllernen sei nicht auf der Basis
einer interindividuellen Bedingungsvariation, sondern
vielmehr auf der Basis einer intraindividuellen Bedin-
gungsvariation durchgefithrt worden. Insgesamt wer-
den fiinf Personen untersucht, und zwar jeweils unter
drei Bedingungen. Zunéchst sehen die Probanden ei-
nen Film, in dem eine Person ihres Alters fiir ein be-
stimmtes Verhalten (z.B. Aggression) belohnt wird.
Im Anschluss daran wird mit einem Selbstberichtsmaf}
(z.B. einer visuellen Analogskala mit Auspriagungen
zwischen 0 und 100) gemessen, wie stark die Personen
dazu tendieren, das vom Modell gezeigte Verhalten
nachzuahmen. AnschliefSend sehen die gleichen Perso-
nen einen zweiten Film, in dem die Modellperson fiir
ihr Verhalten bestraft wird; wiederum wird die Nachah-
mungstendenz per Selbstauskunft gemessen. Schlief3-
lich sehen die Probanden einen dritten Film, in dem
das Verhalten der Modellperson ohne Konsequenzen
bleibt. Die Nachahmungstendenz wird hier ein drittes
Mal gemessen.

Die unabhingige Variable (UV) ist also die Verhal-
tenskonsequenz (Belohnung, Bestrafung, keine Kon-
sequenz). Die abhéngige Variable (AV) ist die Nach-
ahmungstendenz. Sollte die Hypothese, die aus der
Theorie des Modelllernens von Bandura (1976, 1977)
abgeleitet wurde, korrekt sein, miisste die Nachah-

mungstendenz nach dem ersten Film (Belohnungs-
bedingung) am starksten und nach dem zweiten Film
(Bestrafungsbedingung) am schwichsten sein. Dass es
sich hier zugegebenermaflen um ein ziemlich proble-
matisches Versuchsdesign handelt, da mit erheblichen
Verzerrungen durch Sequenzeffekte zu rechnen ist,
diirfte klar sein. Trotzdem werden wir mit diesem Bei-
spiel weiterarbeiten.

Die experimentellen Bedingungen erhalten einen
Laufindexvonj =1, ..., J (mitJ = 3 in unserem Beispiel).
Die Personen erhalten einen Laufindexvonm=1, ..., n
(mit n = 5 in unserem Beispiel). Den Index j konnen wir
bei n hier weglassen, da die Anzahl der beobachteten
Werte pro Bedingung aufgrund der Messwiederholung
der Gesamtanzahl aller Versuchspersonen entspricht.
Die (fiktiven) Rohdaten des Versuchs stehen in Tabel-
le 14.1. Beachten Sie, dass es sich hier um die gleichen
Rohdaten handelt wie in Tabelle 13.1 (in Abschn. 13.1).
Wir haben bewusst die gleichen Daten gewdhlt, um den
Unterschied zwischen der Varianzanalyse ohne Mess-
wiederholung und der Varianzanalyse mit Messwieder-
holung (und die statistischen Implikationen dieses Un-
terschiedes) deutlich zu machen.

Personen als Stufen eines »zufilligen Faktors«

Der Unterschied zwischen Tabelle 13.1 und Tabel-
le 14.1 besteht darin, dass wir hier eine zusitzliche
Spalte eingefiigt haben, in der die durchschnittliche
Nachahmungstendenz einer Person iiber die drei ex-
perimentellen Bedingungen hinweg angegeben ist. In
Tabelle 13.1 wire es aufgrund des interindividuellen
Designs nicht sinnvoll gewesen, einen solchen Person-
mittelwert zu berechnen, da den unterschiedlichen ex-
perimentellen Bedingungen unterschiedliche Personen
zugeordnet waren. Beim intraindividuellen Design hin-
gegen stammen alle Messwerte innerhalb der gleichen
Zeile des Versuchsplans von ein und derselben Person.
Dabher ist hier nicht nur der Bedingungsmittelwert Xx.;
(Spaltenmittelwert; s. die untere Zeile in Tab. 14.1),
sondern auch der Personmittelwert X,,. (Zeilenmittel-
wert; s. die rechte Spalte in Tab. 14.1) sinnvoll interpre-
tierbar.

In Abschnitt 13.1.11 hatten wir die Unterscheidung
zwischen »festen« und »zufilligen« Effekten (bzw. Fak-
toren) kennengelernt. Bei den drei experimentellen Be-
dingungen in unserem Beispiel handelt es sich zweifels-
ohne um Stufen eines festen Faktors, denn das variierte
Merkmal kann nur eine bestimmte Anzahl mdglicher

14.1 Einfaktorielle Varianzanalyse mit Messwiederholung
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Auspragungen haben, und die realisierten Faktorstufen
entsprechen genau diesen Auspragungen. Bei Messwie-
derholungsdesigns kann man nun auch die unterschied-
lichen Personen als »Stufen« eines »Faktors« auffassen.
Der Personfaktor umfasst dabei alle moglichen Unter-
schiede zwischen den Personen. Da die Personen eine
Zufallsstichprobe darstellen und sich daher auch zufillig
hinsichtlich der Personmerkmale unterscheiden, handelt
es sich formal gesehen um einen zufélligen Faktor (s. Ab-
schn. 13.1.11). Anders als der Bedingungsfaktor ist der
Personfaktor von untergeordnetem Interesse fiir die Hy-
pothesenpriifung, aber die Vorstellung, dass es sich bei
den Personen um Stufen eines zufélligen Faktors handelt,
hilft uns, die Logik der Quadratsummenzerlegung besser
zu verstehen. Wir konnen also die einfaktorielle Varianz-
analyse mit Messwiederholung als quasi-zweifaktorielles
Design mit einem (festen) Faktor »Bedingung« und ei-
nem zweiten (zufélligen) Faktor »Person« auffassen.

1411 Messwertzerlegung

In Tabelle 14.1 gibt es drei Quellen der Variation: (1)
Unterschiede zwischen den experimentellen Bedingun-
gen, (2) Unterschiede zwischen den Personen und (3)
den Anteil der Variation, der weder auf Haupteffekte
der Bedingungen noch auf Personeffekte zuriickgefiihrt
werden kann. Dieser Restanteil (Residualanteil) geht
auf Interaktionen zwischen den Personen und den Be-
dingungen und andere unsystematische Storeinfliisse
wie z. B. den Messfehler zuriick.

Der Messwert x,,;; einer Person m in einer Bedingung
ajldsst sich daher wie folgt zerlegen:

Xmj =X+t + P + €pj (F14.1)
In dieser Gleichung bezeichnet x den Gesamtmittel-
wert aller Werte, {; = X.; — X ist der Haupteftekt der
j-ten Stufe des Faktors A, d.h. die Abweichung des
Bedingungsmittelwerts x.; vom Gesamtmittelwert
X. Mit p,, = X,;. — x wird der Haupteffekt der m-ten
Person bezeichnet, d.h. die Abweichung des Mittel-
werts X,,. einer Person m (iiber alle ] Bedingungen
hinweg) vom Gesamtmittelwert x. Der Residualwert
emj = Xmj — X - tj — pm einer Person m in Bedingung
aj ist der Anteil am Wert der Person, der {ibrig bleibt,
wenn man den Gesamtmittelwert und die Bedingungs-
und Personeftekte abzieht.

14.1.2 Quadratsummenzerlegung

Die Gesamtvariation (totale Quadratsumme) der
15 Messwerte berechnet sich analog zu dem in Ab-
schnitt 13.1.4 beschriebenen Vorgehen. Sie ist definiert
als die Summe der quadrierten Abweichungen der ein-
zelnen Messwerte vom Gesamtmittelwert:

S (g~ %) (F14.2)

m=1

]
QSior = Z
—

J

Sie betrégt in unserem Beispiel QS;or = 4.532.

Wie kann die totale Quadratsumme bei der einfak-
toriellen Varianzanalyse mit Messwiederholung zerlegt
werden? Um das zu veranschaulichen, machen wir von
der Vorstellung Gebrauch, es handele sich bei den un-
terschiedlichen Personen um Stufen eines zufilligen

Tabelle 14.1 Fiktive Daten eines Experiments zum Modelllernen (mit intraindividueller Bedingungsvariation)

Person m Stufe a; des Faktors Personmittelwert X,,,.
Belohnung (a,) Bestrafung (a;) Keine Konsequenz (a;)

1 57 18 36 37

2 45 15 27 29

3 49 13 43 35

4 69 37 29 45

5 70 37 55 54
Bedingungsmittelwert X.; 58 24 38 X =40

14 Unterschiede zwischen mehreren abhéngigen Stichproben
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Faktors. Genau wie jeder andere Faktor kann also auch
jede Person einen Haupteffekt, d. h. einen von der experi-
mentellen Bedingung unabhdngigen (und insofern »un-
bedingten«) Effekt, haben. Die Haupteffekte der Perso-
nen sind darauf zuriickzufiihren, dass diese sich tiber die
unterschiedlichen Messungen hinweg konsistent (d.h.
gleichbleibend) in Personmerkmalen unterscheiden, wel-
che die AV beeinflussen. Zusitzlich zu den Haupteffekten
der Personen gibt es fiir jede Stufe des Faktors A einen
Haupteffekt der experimentellen Bedingung, der von der
jeweiligen Person unabhingig ist. Und schlieflich kann
es sein, dass der Effekt der experimentellen Manipulation
bei unterschiedlichen Personen unterschiedlich ausfallt.
Unklar bleibt jedoch, ob es sich hierbei um einen echten
Interaktionseffekt zwischen Personmerkmalen und der
experimentellen Bedingung handelt oder lediglich um
unsystematische Effekte wie Messfehler.

Bei der einfaktoriellen Varianzanalyse mit Messwie-
derholung wird die totale Quadratsumme QS also in
drei Teile zerlegt:

eine Quadratsumme, welche die Variation zwischen

Personen angibt (QS,.p),

eine Quadratsumme, welche die Variation zwischen

den Stufen des Faktors A angibt (QS,ya), und

eine Quadratsumme, welche diejenige Variation an-

gibt, die weder durch Haupteffekte der Bedingungen

noch durch Haupteffekte der Personen erklart werden
kann. Diese Quadratsumme werden wir im Folgen-
den als Residualquadratsumme (QSges) bezeichnen.

Variation zwischen Personen
Die Variation zwischen Personen ist derjenige Teil der
Gesamtvariation, der auf Unterschiede zwischen den
Personen - unabhéngig von den Stufen des experimen-
tellen Faktors - zuriickgeht. Es handelt sich also um
diejenigen Unterschiede zwischen Personen, die sich
tiber alle Faktorstufen hinweg konsistent zeigen. Die Va-
riation zwischen Personen ist ein unbedingter (d. h. von
Faktor A unabhingiger) Effekt des »Faktors« Person.
Die Variation zwischen Personen entspricht im Fal-
le von zwei Bedingungen der Kovarianz beim t-Test
fir abhingige Stichproben (s. Abschn. 12.1.1). Sie ist
ein Maf3 fiir den Einfluss jener Merkmale, die iiber die
experimentellen Bedingungen hinweg konsistente Un-
terschiede zwischen den Personen produzieren. Solche
konsistenten Unterschiede zwischen Personen mani-
festieren sich in der Variation der Personmittelwerte
(s. rechte Spalte in Tab. 14.1).

Die Zwischen-Personen-Quadratsumme QS,,p ba-
siert also auf den quadrierten Abweichungen der Per-
sonmittelwerte vom Gesamtmittelwert:

QSyp = J - Z (R —X)° (F 14.3)
m=1

Sie betrdgt in unserem Beispiel QS,yp = 1.128.

Variation zwischen Faktorstufen

Die Variation zwischen den Faktorstufen ist derjenige
Teil der Gesamtvariation, der auf systematische Un-
terschiede zwischen den experimentellen Bedingun-
gen zuriickgefithrt werden kann. Diese Unterschiede
manifestieren sich — genau wie bei der einfaktoriellen
Varianzanalyse ohne Messwiederholung - in der Va-
riation der Bedingungsmittelwerte (s. untere Zeile in
Tab. 14.1). Die Zwischen-Quadratsumme des Fak-
tors A (QS,wa) basiert also auf den quadrierten Abwei-
chungen der Bedingungsmittelwerte vom Gesamtmit-
telwert:

~

QSpn=n-> (% - %) (F 14.4)
j=1

Sie betrdgt in unserem Beispiel QSzya = 2.920.

Variation zwischen Personen in Bezug auf den Effekt
des Faktors

Wenn wir die Personen und die Bedingungsvariation
als Faktoren auffassen, dann besteht auch die Mog-
lichkeit, dass diese miteinander interagieren. Inhalt-
lich bedeutet diese Interaktion, dass sich Personen
darin unterscheiden, wie grof$ die Unterschiede in ih-
ren Messwerten zwischen den drei Bedingungen sind.
Grafisch kann man die Idee einer solchen Interaktion
zwischen Person und Bedingung veranschaulichen,
wenn man die Messwerte in einem Liniendiagramm
abtragt, wobei die Personen als Ausprigungen auf der
Abszisse und die experimentellen Bedingungen als
drei unterschiedliche Linien dargestellt werden konnen
(s. Abb. 14.1). Man sieht deutlich, dass die Linien nicht
parallel verlaufen; es gibt also (Person-)Unterschiede in
den (Bedingungs-)Unterschieden.

Machen wir uns die Idee einer Interaktion zwischen
Person und Bedingung an Abbildung 14.1 klar. Wir se-
hen z.B., dass die Messwerte von Person 2 naher bei-
einanderliegen als die Messwerte von Person 1. Der
Effekt der experimentellen Manipulation ist bei Per-

14.1 Einfaktorielle Varianzanalyse mit Messwiederholung
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Abbildung 14.1 Grafische Darstellung der Interaktion zwi-
schen Person und Bedingung (Datenbeispiel aus Tab. 14.1)

son 1 grofler als bei Person 2. Moglicherweise ist die-
ser Unterschied zwischen den beiden Personen darauf
zurlickzufiihren, dass Person 2 ihr Verhalten generell
weniger stark an stellvertretenden Verhaltensbekrafti-
gungen ausrichtet. Und moglicherweise ist der Effekt
der experimentellen Manipulation bei Person 1 genau
deshalb stdrker, weil diese Person ihr Verhalten sehr
stark daran ausrichtet, ob andere Menschen fiir das
gleiche Verhalten belohnt oder bestraft werden. Diese
Uberlegung wiirde nahelegen, dass es eine echte In-
teraktion zwischen der experimentellen Manipulation
(stellvertretende Verhaltenskonsequenzen) und Merk-
malen der beobachtenden Personen (hier: Sensibilitat
fiir stellvertretende Verhaltenskonsequenzen) gibt. Das
Problem ist: Wir kénnen nicht testen, ob es sich um eine
echte Interaktion handelt oder lediglich um zufillige
Schwankungen bzw. Messfehler, die iiberhaupt nicht
auf systematische Personunterschiede zuriickzufithren
sind. Der Grund dafiir, dass wir systematische Person-
Bedingungs-Interaktionen nicht testen konnen, ist der,
dass wir in jeder Kombination von Person und Bedin-
gung jeweils nur einen einzigen Messwert haben. Wie
stark dieser Messwert von Messfehlern vs. von syste-
matischen Person-Bedingungs-Interaktionseffekten be-
einflusst ist, bleibt unbekannt. Insofern werden wir der
Einfachheit halber die entsprechende Quadratsumme
mit QSgres bezeichnen.

Wie quantifiziert man die Residualquadratsumme
QSgres? Grundsitzlich erfolgt die Berechnung nicht an-
ders, als in Abschnitt 13.2.3 beschrieben. Es handelt
sich um die Variation zwischen den Messwerten, die
weder auf einen unbedingten Effekt der Person noch
auf einen unbedingten Effekt der Bedingung zuriick-
gefiihrt werden kann. Diese Variation manifestiert sich
also in den Abweichungen der Messwerte vom Ge-

samtmittelwert, nachdem der Haupteffekt einer Per-
son und der Haupteffekt der Bedingung a; von diesen
Abweichungen abgezogen wurden (vgl. auch Formel
F 13.97a):

QSpes = ((tmj — %) = (R = X) = (e ~ %))’

M-
M= ilM=

(Xinj = Foj = Ko + %)’

M-

<.
I
—
3
I
—

(F14.5)

Sie betrdgt in unserem Beispiel QSges = 484.
Die Summe aus QS;wp QS,wa und QSges entspricht
der totalen Quadratsumme.

n Additivitdt der Quadratsummen
Bei der einfaktoriellen Varianzanalyse mit Messwie-
derholung lésst sich die totale Quadratsumme QS
in drei Teile zerlegen:
> einen Teil, der die Variation zwischen Personen
ausdriickt (»Haupteffekte« der Person; QS,wp),
> einen Teil, der die Variation zwischen Bedin-
gungen ausdriickt (Haupteffekte des Faktors A;
QSZWA)) und
» einen unerklarten Teil (QSges):

QS = QS,yp + QS04 + QSpes (F 14.6)

Variation zwischen und innerhalb von Personen
Versuchen wir nun, die Quadratsummenzerlegung
bei der einfaktoriellen Varianzanalyse mit Messwie-
derholung mit jener ohne Messwiederholung zu ver-
gleichen. Bei der einfaktoriellen Varianzanalyse ohne
Messwiederholung haben wir die totale Quadratsum-
me in zwei Teile zerlegt: einen, der Variation zwi-
schen Bedingungen (QS,y), und einen, der Variation
innerhalb von Bedingungen anzeigt (QSinn). Bei der
einfaktoriellen Varianzanalyse mit Messwiederho-
lung haben wir die totale Quadratsumme in drei Teile
zerlegt: einen, der Variation zwischen Bedingungen
(QS,wa), einen, der Variation zwischen Personen
(QS,wp), und einen dritten, der unerkldrte Variation
anzeigt (QSges)-

Variation zwischen Bedingungen. Die Variation zwi-
schen Bedingungen ist in beiden varianzanalytischen
Modellen die gleiche, und sie wird auch gleich be-
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rechnet (vgl. die Formeln F 13.6b und F 14.4). Da
unser Datenbeispiel in Tabelle 14.1 exakt dem in Ta-
belle 13.1 entspricht, resultiert fiir die Variation zwi-
schen den Bedingungen in beiden Fiéllen der gleiche
Wert, namlich QS,y4 = 2.920. Das bedeutet auch, dass
der Anteil der Variation, der auf die experimentelle
Manipulation zuriickzufiithren ist (also der Anteil der
QS,wa an der totalen Quadratsumme), fiir beide Mo-
delle gleich ist. Darauf kommen wir spéter zuriick,
wenn es um die Bestimmung der Effektgrofle geht.
Der einzige formale Unterschied besteht darin, dass
es sich bei der QS der Varianzanalyse ohne Mess-
wiederholung um eine Variation zwischen Personen
handelt, wiahrend es sich bei der QS,ya der Varianz-
analyse mit Messwiederholung aufgrund der intrain-
dividuellen Bedingungsvariation um eine Variation
innerhalb von Personen handelt.

Variation innerhalb Bedingungen. Bei der einfaktori-
ellen Varianzanalyse ohne Messwiederholung haben
wir die Innerhalb-Quadratsumme wie folgt hergelei-
tet: Wir hatten einen Fall konstruiert, in dem es nur
Unterschiede innerhalb der, nicht aber zwischen den
experimentellen Bedingungen gibt (s. Abschn. 13.1.4).
Die Quadratsumme dieser an ihrem jeweiligen Bedin-
gungsmittelwert zentrierten Messwerte betrug gemafd
Formel F 13.7 QSinn =1.612. Ein Vergleich mit den
Quadratsummen, die wir in diesem Kapitel berech-
net haben, zeigt: Dieser Wert entspricht der Summe
aus der Zwischen-Personen-Quadratsumme QS,p
und der Residualquadratsumme QSges (1.128 + 484
=1.612). Mit anderen Worten: Die QS;,, bei der Va-
rianzanalyse ohne Messwiederholung entspricht der
Summe aus QS,p und QSres bei der Varianzanalyse
mit Messwiederholung:

QSinn = QSZWP + QSRes (F 147)
Bei der QS,,p handelt es sich um Variation zwischen
Personen, wiahrend es sich bei der QSres um Variation
innerhalb von Personen handelt.

QS,wp und QSinnp. Wihrend also bei der Varianzana-
lyse ohne Messwiederholung eine Unterscheidung in
Variationsquellen zwischen den bzw. innerhalb der
Bedingungen im Vordergrund steht, wird bei der Va-
rianzanalyse mit Messwiederholung zunachst danach
unterschieden, ob es sich um Variationsquellen zwi-

ohne
Messwiederholung

total

innerhalb von
Bedingungen

zwischen
Bedingungen

total

innerhalb von
Personen

mit
Messwiederholung

zwischen
Bedingungen

Abbildung 14.2 Quadratsummenzerlegung bei der einfakto-
riellen Varianzanalyse mit und ohne Messwiederholung

schen oder innerhalb der Personen handelt. Die Vari-
ation zwischen Personen driickt sich in der Zwischen-
Personen-Quadratsumme QS,yp aus, die Variation
innerhalb von Personen in der Zwischen-Bedingun-
gen-Quadratsumme QS,y4 und der Quadratsumme
QSgres, deren Summe die Innerhalb-Personen-Quad-
ratsumme QSinnp ergibt. Sie berechnet sich in unserem
Beispiel zu 2.920 + 484 = 3.404. Die Quadratsummen-
zerlegung bei der einfaktoriellen Varianzanalyse mit
und ohne Messwiederholung ist in Abbildung 14.2
grafisch veranschaulicht.

1413 Effektgrofenmafde

Als Effektgrofie bietet sich auch bei der einfaktoriellen
Varianzanalyse mit Messwiederholung an, denjenigen
Anteil der Varianz der Messwerte zu quantifizieren, der
auf den Effekt des Faktors A zuriickzufiihren ist. Inso-
weit stimmt die Bedeutung des Konzepts »Effektgrofie«
bei Varianzanalysen mit Messwiederholung genau mit
der Bedeutung bei Varianzanalysen ohne Messwieder-
holung iiberein. Bei der Schitzung dieser Effektgrofle
aus den Daten kann das Ausmaf} der stabilen Personun-
terschiede entweder beriicksichtigt werden oder nicht.
Genau das macht den Unterschied zwischen dem parti-
ellen Effektgrof3enschitzer 11?, und dem nicht-partiellen
Effektgrofenschiitzer 7° aus. Wir werden beide Mafle im
Folgenden behandeln und im Anschluss daran diskutie-
ren, ob und wann es sinnvoll ist, die Abhéangigkeit der
Stichproben bei der Effektgréfienschitzung mit zu be-
riicksichtigen oder nicht.

14.1 Einfaktorielle Varianzanalyse mit Messwiederholung

467



468

Leseprobe aus: Eid, Gollwitzer, Schmitt, Statistik und Forschungsmethoden, ISBN 978-3-621-28201-7

© 2015 Beltz Verlag, Weinheim Basel

Nicht-partielles Effektgroftenmaf} ﬁz. Beim sog. »nicht-
partiellen« Effektgrofenmaf #” wird der Quotient aus
der Quadratsumme QS,y4 und der totalen Quadrat-
summe gebildet:

}72 _ QSzwA _ QSZWA
QStot QSZWA + QSsz + QSRes

(F 14.8)

Partielles EffektgrofRenmafd ﬁf,. Beim partiellen Effekt-
grofienmaf3 17?, wird der Anteil der Gesamtvarianz, der
auf stabile Unterschiede zwischen den Personen zu-
riickgeht, nicht mit berticksichtigt. Bei der Schitzung
der Effektgrofle geht die QS;wp also nicht mehr mit in
die Gleichung ein:

A2 QSZWA

- zwA F14.9
’713 QSZWA + QSRes ( )

Da beim partiellen Effektgrofienmafl der Nenner nie-
mals einen grofleren Wert annehmen kann als beim
nicht-partiellen Effektgroflenmafl, kann ;112, niemals
Kleiner werden als 77°. Der Unterschied zwischen beiden
wird umso grofSer, je grofier der Anteil der Gesamtvari-
ation ist, der auf stabile Personunterschiede zuriickge-
fithrt werden kann.

Welches Effektgroftenmaf} ist informativer?

Stellen wir uns vor, das zu Beginn dieses Kapitels ge-
schilderte Experiment zum Modelllernen mit drei
experimentellen Bedingungen wire (1) einmal mit
einer »echten« Messwiederholung (intraindividuelle
Bedingungsvariation: alle Personen durchlaufen alle
Bedingungen des Faktors A), (2) einmal mit einer
»Quasi-Messwiederholung« aufgrund einer Paralleli-
sierung der Versuchspersonen anhand eines Vortests
(interindividuelle Bedingungsvariation, wobei Perso-
nen mit gleichen Ausprigungen auf der Vortestvaria-
blen jeweils einer der drei experimentellen Bedingun-
gen zugewiesen werden) und (3) ein drittes Mal ohne
Messwiederholung (interindividuelle Bedingungsvari-
ation mit randomisierter Zuweisung der Personen zu
einer der drei Bedingungen) durchgefiihrt worden. Im
ersten Fall ist eine hohe Zwischen-Personen-Quadrat-
summe QS,,p zu erwarten; im zweiten Fall diirfte die
QS,wp kleiner sein, da die Abhangigkeit zwischen den
Messwerten hier nur noch auf eine einzige Variable
(namlich diejenige, die im Vortest gemessen wurde)
zuriickzufithren ist; und im dritten Fall ist die QS,p
definitionsgemaf3 gleich 0. Die QS wire in allen drei
Fillen die gleiche, und auch die Haupteftekte der Be-

dingungen wiren in allen drei Fillen exakt identisch.
Das nicht-partielle Effektgrofenmaf 7° wiirde in al-
len drei Fillen also den gleichen Wert annehmen. Das
partielle Effektgroflienmaf 17?, hingegen wire im ersten
Fall grofer als im zweiten Fall und dort wiederum gro-
Ber als im dritten Fall, weil eben die Varianz, die auf
konsistente Personenunterschiede zuriickgeht (QS,yp),
hier nicht mit in den Ausdruck im Nenner eingeht und
der Ausdruck im Nenner dementsprechend im ersten
Fall kleiner ist als im zweiten Fall und dort wiederum
kleiner als im dritten Fall.

Das Beispiel zeigt, dass mit dem partiellen Effekt-
grofenmaf 7; ein Problem verbunden ist: Untersucht
man den gleichen Effekt mit unterschiedlichen Designs
(intraindividuelle vs. interindividuelle Bedingungsva-
riation), dann unterscheidet sich das partielle Effekt-
grofenmaf 7, zwischen diesen Designs auch dann,
wenn die Unterschiede zwischen den Bedingungsmit-
telwerten in den Designs exakt identisch sind. Unter-
schiedliche Untersuchungen, die zwar das Gleiche un-
tersuchen, aber unterschiedliche Designs verwenden,
sind hinsichtlich ihrer Effektgroflen nicht mehr mit-
einander vergleichbar. Das ist v.a. dann ein Problem,
wenn man im Rahmen einer sog. Metaanalyse ver-
sucht, die Effektgrofien, die in vielen unterschiedlichen
Primarstudien gefunden wurden, zusammenzufassen
(Dunlap et al., 1996). Und dabei sollen standardisierte
Effektgrofien ja gerade so definiert sein, dass sie auch
tiber unterschiedliche Studien hinweg miteinander
verglichen werden konnen.

Welches der beiden Effektgroflenmafie informati-
ver ist, hangt auch von der konzeptuellen Bedeutung
des Faktors ab, den man untersuchen will. Handelt es
sich bei dem Faktor A um eine experimentell manipu-
lierte Variable, die man sowohl mit einem intraindivi-
duellen als auch mit einem interindividuellen Design
untersuchen kann, sollte man beide Effektgrofienma-
Be berichten. Das nicht-partielle Effektgrofenmaf 7>
erlaubt dann einen besseren Vergleich mit Studien,
die mit einem interindividuellen Design gearbeitet
haben. Handelt es sich bei dem Faktor A hingegen um
die Zeit und ist man daran interessiert, wie viel Vari-
anz in den Messwerten durch Verdnderungen in der
Merkmalsauspragung tiber die Zeit hinweg aufgeklart
wird, so ist das partielle Effektgrofienmaf3 11}2, informa-
tiver, da Unterschiede in der Grofle der Personeffekte
fiir die Schitzung des Veranderungseffekts irrelevant
sind.
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Statistikprogramme wie SPSS geben nur das partiel-
le Effektgroflenmafd an; will man zusitzlich das nicht-
partielle Effektgroflenmaf’ berichten, so muss man es
anhand von Formel F 14.8 selbst berechnen.

Effektgrofienmafie fiir das Beispiel zum Modelllernen
Wie grofd ist der Effekt der experimentellen Mani-
pulation (Faktor A) in unserem Datenbeispiel aus
Tabelle 14.1? Zunidchst berechnen wir das geschitz-
te nicht-partielle Effektgroflenmafl nach Formel
F 14.8:

72 = QS,,4/QSor = 2.920/4.532 = 0,64

Das partielle EffektgrofSenmaf’ betrdgt nach Formel
F 14.9:

ﬁf, = QS,a/(QS,wa + QSges) = 2.920/3.404 = 0,86

14.1.4 Populationsmodell
der einfaktoriellen Varianzanalyse
mit Messwiederholung

Das Populationsmodell der einfaktoriellen Varianzana-
lyse mit Messwiederholung besagt, dass ein Messwert
beeinflusst wird durch
den unbedingten Populationsmittelwert (y),
den Populationseffekt derjenigen Bedingung, unter
der der Wert erhoben wurde (1)),
Effekte, die auf Eigenschaften der jeweiligen Person
zurlickgehen (7,,),
den bedingten Effekt der Bedingung, gegeben eine
spezifische Person (Interaktion Person x Bedin-
gung; (77)j), und
alle unsystematischen Einfliisse einschliellich des
Messfehlers (&).

Formal:

Xpj = U+ Tj+ T + (T) yj + Emj (F 14.10a)

Da sich die Einflussgrofien (77),,; und &,; mit die-
sem Design empirisch nicht trennen lassen, gehen
wir im Folgenden davon aus, dass alle Interaktionsef-
fekte (717)m; gleich 0 sind. Damit verkiirzt sich Formel
F 14.10a wie folgt:

Xnj = P+ Tj+ Ty + Eyj (F 14.10b)

Diese Annahme vereinfacht die weitere Ableitung des
Modells.

Haupteffekt der Bedingung a;. Der Koeffizient T;
wird - genau wie bei der einfaktoriellen Varianzana-
lyse ohne Messwiederholung - als Haupteftekt einer
Bedingung a; bezeichnet. Er ist definiert als die Ab-
weichung eines Bedingungsmittelwerts (y.;) vom Ge-
samtmittelwert:

Tj=Hej— U (F14.11)

Diese Definition impliziert, dass die Summe der Haupt-
effekte {iber alle ] Bedingungen hinweg immer 0 erge-
ben muss:

J
Z T]' =0
j=1

(F 14.12)

Die Haupteffekte 7; variieren nicht {iber Personen
hinweg; sie sind fiir alle Personen in der Population
konstant. Insofern trdgt ihre Varianz auch nichts zur
Varianz der Messwerte innerhalb einer Bedingung bei.

Haupteffekt der Person m. Der Koeffizient 7, kenn-
zeichnet den unbedingten Effekt einer Person m. Hie-
runter fallen alle Merkmale dieser Person, die einen
Einfluss auf die abhdngige Variable haben und von der
experimentellen Manipulation unabhingig sind, also
iber die Messungen hinweg stabil bleiben. Der Haupt-
effekt 7, ist definiert als die Abweichung eines Person-
mittelwerts (4,,.) vom Gesamtmittelwert:

Tl = Pme — U (F 14.13)

Auch hier gilt, dass die Summe der Personen-Haupt-
effekte tiber alle #n Personen hinweg immer 0 ergeben
muss:

T =0 (F 14.14)

N

Da Haupteffekte der Personen zufillige Effekte sind,
lasst sich ihre Varianz (o) nicht von vornherein kon-
trollieren; vielmehr handelt es sich um einen Popula-
tionsparameter, der aus den Daten geschitzt werden
muss. Wichtig ist, dass die Personen-Haupteffekte einen
Teil der Unterschiede zwischen den Personen (und da-
mit einen Teil der Varianz innerhalb einer Bedingung)
erkldren.
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Residuum. Wie wir gesehen haben, setzt sich das Re-
siduum &, aus allen unsystematischen Einfliissen wie
z.B. dem Messfehler zusammen. Es ist derjenige Teil in
der Variation der Messwerte, der weder durch Bedin-
gungseffekte noch durch Personeffekte erklart werden
kann. Setzt man die Formeln F 14.11 und F 14.13 in
Formel F 14.10b ein und 18st nach ¢,,; auf, ergibt sich:

:xmj—‘u—
= %mj = pt = (poj = 1) = (e — 1)
= Xj = = e+~ e +

=ij—‘bl.j—‘um.+‘u

emj Tj — Ty

(F 14.15)

Das Residuum ist also nichts anderes als die Abwei-
chung der einzelnen Messwerte vom Gesamtmittelwert,
nachdem sowohl der Bedingungs- als auch der Person-
effekt kontrolliert (herausgerechnet) wurden. Die Vari-
anz dieses Residuums (052 ) ist ein Populationsparameter,
der aus den Daten geschitzt werden muss; sie ist ein Teil
der Varianz der Messwerte innerhalb der Bedingungen.

Varianz der Messwertvariablen

Unter der Annahme, dass das Modell in Formel F 14.10b
gultig ist, lasst sich die Varianz der Messwertvariablen
Xjanhand der siebten Rechenregel fiir Varianzen (vgl.
Formel F 7.35) zerlegen. Die Variable X,,; reprasentiert
die potenziellen Werte einer zufillig gezogenen Person
m in einer Bedingung a;. Der individuelle Wert x,,; ist
die Realisierung der Variablen X,,; in einer konkreten
Studie. Wenden wir Formel F 7.35 auf unser Problem
an, erhalten wir:

Var(Xp;) = Var(p + 7 + T + ;)
= Var(u) + Var(t;) + Var(m,,)
+ Var(ep;) + Cov(u, 1;)
+ Cov(, ) + Cov(i, &pj)
+ Cov(1j, ) + Cov(T), &)
+ Cov( T, €mj)
(F 14.16a)
Der Gesamtmittelwert 4 und die Bedingungs-Haupt-
effekte 7; variieren nicht zwischen Personen; der Effekt
einer Bedingung a; ist fiir alle Personen in der Popula-
tion gleich. Innerhalb einer Bedingung a; gibt es also
keine Varianz von 7;. Bei 7; handelt es sich somit inner-
halb von a; um eine Konstante.

Die Feststellung, dass ¢ und 7; Konstanten sind, hat
verschiedene Implikationen:

Die beiden Ausdriicke Var(u) und Var(t;) sind beide
gleich 0.

Alle Kovarianzen, an denen y und 7; beteiligt sind,
sind gleich 0; denn wenn eine Variable eine Kons-
tante ist, kann sie auch nicht mit anderen Variablen
kovariieren (s. Abschn. 16.3.1).

Damit verkiirzt sich Formel F 14.16a wie folgt:

Var(X,j) = Var(my, ) + Var(ey;) + Cov(m,, &mj)
(F 14.16b)

Annahmen

Bei der einfaktoriellen Varianzanalyse mit Messwieder-

holung werden in Bezug auf die drei Groflen auf der

rechten Seite von Formel F 14.16b die folgenden drei

zusitzlichen Annahmen getroffen (Fahrmeir etal,

1996a):

(1) Die zufélligen Personeffekte m,, sind unabhingig
und identisch normalverteilt mit N (0, 0,3).

(2) Die Residuen ¢, sind unabhingig und identisch
normalverteilt mit N (0, 62).

(3) Die Kovarianz der Personeffekte und der Residuen
ist gleich 0: Cov(yy, » €mj) = 0.

Aus diesen Annahmen folgt, dass die Varianz von X,
der Varianz 0)2(7 entspricht mit

0%, = 07 + 07 (F14.17)
Bei Giiltigkeit der Modellannahmen in der Population
muss die Varianz des Merkmals in allen Faktorstufen
identisch sein, nimlich o7 + o7. Aufgrund der Annah-
me, dass die Variablen unabhéngig und identisch verteilt
sind, lassen wir im Folgenden bei der weiteren Betrach-
tung der Variablen des Populationsmodells aus Griinden
der Vereinfachung den Index m fiir die Person weg. Mit
X; bezeichnen wir die Variable, deren Werte die indivi-
duellen Messwerte x,,; in einer Bedingung (bzw. einem
Messzeitpunkt) a; sind, 7 bezeichnet die Personeffekt-
variable und ¢; die Residualvariable in der Bedingung a;.

Kovarianz zwischen den Faktorstufen

Bei Designs mit intraindividueller Bedingungsvariati-
on (Messwiederholung) sind die Messwerte zwischen
den Faktorstufen nicht unabhingig voneinander, da
sie von den gleichen Personen stammen. Das Ausmafd
dieser Abhéngigkeit kann iiber die Kovarianz quantifi-
ziert werden. Das hatten wir bereits in Abschnitt 12.1.1
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im Rahmen des t-Tests fiir abhédngige Stichproben fest-
gestellt, und in Abschnitt 16.3.1 werden wir die Ko-
varianz im Detail behandeln. Die Kovarianz ist dann
positiv, wenn Individuen, die in einer Bedingung tiber-
durchschnittliche Werte haben, auch in einer anderen
Bedingung tiberdurchschnittliche Werte aufweisen und
umgekehrt. In einem Design mit intraindividueller Be-
dingungsvariation und J = 3 Faktorstufen konnen dem-
nach drei Kovarianzen berechnet werden: Cov(Xi, X3),
Cov(X1, X3) und Cov(X,, X3). Bei intraindividuellen
Designs gibt es also nicht nur Varianzen innerhalb der
Faktorstufen, sondern auch Kovarianzen zwischen den
Faktorstufen. Varianzen und Kovarianzen werden in
Form einer Matrix (Varianz-Kovarianz-Matrix oder
einfach Kovarianzmatrix) dargestellt. Eine Kovarianz-
matrix wird mit dem griechischen Grof3buchstaben X
(Sigma) symbolisiert. Um deutlich zu machen, dass es
sich um eine Matrix handelt, wird X fett geschrieben.
Fiir den Fall, dass es ] = 3 Faktorstufen gibt, sieht die
Kovarianzmatrix der Variablen X; wie folgt aus:

Var(Xy) Cov(Xy, X;) Cov(Xy, X3)

Xy = | Cov(Xy, X1) Var(X,) Cov(X;, X3)
COV(X3, X]) CO'V(X3, Xz) Var(X;)
(F 14.18)

Eine Kovarianzmatrix ist immer quadratisch und hat J
Zeilen und ] Spalten. In der Hauptdiagonale der Matrix
stehen die Varianzen innerhalb einer jeweiligen Fak-
torstufe. In den restlichen Zellen der Matrix stehen die
Kovarianzen zwischen zwei der J Faktorstufen.

In der einfaktoriellen Varianzanalyse mit Messwie-
derholung wird angenommen, dass die Residuen un-
terschiedlicher Faktorstufen voneinander unabhéngig
sind und daher alle eine Kovarianz von 0 aufweisen.
Unter den Modellannahmen der einfaktoriellen Vari-
anzanalyse mit Messwiederholung gibt es daher nur
einen Grund, aus dem die Messwerte {iber die Beding-
ungen hinweg kovariieren: namlich dass es stabile
Personunterschiede gibt. Diese sind auf die Personen-
Haupteffekte 7, zurtickzufithren; sie manifestieren
sich also in der Varianz oz. Da die Personen-Haupt-
effekte tiber alle Messzeitpunkte hinweg konstant sind,
miissen alle Kovarianzen gleich sein und der Person-
varianz o, entsprechen. Mit dieser Feststellung und
der Zerlegung der Varianzen in Formel F 14.17 lasst
sich die Kovarianzmatrix in F 14.18 wie folgt reformu-
lieren:

2, 2 2 2
oy + 0; o o
2 2, 2 2
Xy = o 0y + 0, fop (F 14.19)
2 2 2, 2
log fops o+ 0;

n Kovarianzstruktur des Modells der einfaktoriel-
len Varianzanalyse mit Messwiederholung
Aus den genannten Annahmen der einfaktoriellen
Varianzanalyse mit Messwiederholung folgt, dass
alle Faktorstufen in der Population eine konstante
Varianz aufweisen, die der Summe aus der Personva-
rianz und der Residualvarianz entspricht, und dass
die Kovarianz der Messwerte zwischen zwei beliebi-
gen Faktorstufen der Personvarianz entspricht.

14.1.5 Schdtzung der Populationsparameter

Es gibt vier Populationsparameter, die wir aus den
Stichprobendaten schitzen miissen: den unbedingten
Populationsmittelwert (u), den Effekt einer experimen-
tellen Bedingung (7;), den Effekt einer Person (7,,) bzw.
die Personvarianz (¢2) und das Residuum &mj bzw. die
Populationsresidualvarianz (6.

Unbedingter Populationsmittelwert p. Den unbeding-
ten Populationsmittelwert y schitzen wir wieder aus
dem Gesamtmittelwert x (s. auch Formel F 13.23):

(F 14.20)

Bedingungs-Haupteffekte 7;. Die Bedingungs-Haupt-
effekte 7; schitzen wir aus den Differenzen der Bedin-
gungsmittelwerte x.; vom Gesamtmittelwert x (vgl.
Formel F 13.24):

N —

Tj :)_C'.j—x (F 1421)

Personen-Haupteffekte 7y,. Die Personen-Haupteftekte
T schitzen wir aus den Abweichungen der Personen-
mittelwerte X ,,. vom Gesamtmittelwert x:

(F 14.22)

Residuum &;. Nachdem die Abweichungen x.; — x und
Xm. — X zur Schitzung der Populationsparameter 7; und
7,, verwendet werden, bleibt nur noch eine Quelle der
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