
Chapter 2

Convolution and Correlation

2.1 Introduction

In this chapter we will consider two signal analysis

concepts, namely convolution and correlation. Sig-

nals under consideration are assumed to be real

unless otherwise mentioned. Convolution operation

is basic to linear systems analysis and in determining

the probability density function of a sum of two

independent random variables. Impulse functions

were defined in terms of an integral (see (1.4.4a))

using a test function fðtÞ.

Z1

�1

fðtÞdðt� t0Þdt ¼ fðt0Þ: (2:1:1)

This integral is the convolution of two functions,

fðtÞ and the impulse function dðtÞ to be dis-

cussed shortly. In a later chapter we will see that

the response of a linear time-invariant (LTI) sys-

tem to an impulse input dðtÞ is described by the

convolution of the input signal and the impulse

response of the system. Convolution operation

lends itself to spectral analysis. There are two

ways to present the discussion on convolution,

first as a basic mathematical operation and second

as a mathematical description of a response of a

linear time-invariant system depending on the

input and the description of the linear system.

The later approach requires knowledge of systems

along with Fourier series and transforms. This

approach will be considered in Chapter 6.

Although we will not be discussing random signals

in any detail, convolution is applicable in dealing

with random variables.

The process of correlation is useful in comparing

two deterministic signals and it provides a measure

of similarity between the first signal and a time-

delayed version of the second signal (or the first

signal). A simple way to look at correlation is

to consider two signals: x1ðtÞ and x2ðtÞ. One of

these signals could be a delayed, or an advanced,

version of the other. In this case we can write

x2ðtÞ ¼ x1ðtþ tÞ; �1 < t <1. Multiplying point

by point and adding all the products, x1ðtÞx1ðtþ tÞ
will give us a large number for t ¼ 0, as the product

is the square of the function. On the other hand if

t 6¼ 0, then adding all these numbers will result in an

equal or a lower value since a positive number times

a negative number results in a negative number and

the sum will be less than or equal to the peak value.

In terms of continuous functions, this information

can be obtained by the following integral, called the

autocorrelation function of xðtÞ, as a function of t
not t.

RxxðtÞ ¼
Z1

�1

xðtÞxðtþ tÞdt ¼ AC ½xðtÞ� � RxðtÞ:

(2:1:2)

This gives a comparison of the function xðtÞ with its

shifted version xðtþ tÞ. Autocorrelation (AC) pro-

vides a nice way to determine the spectral content of

a random signal. To compare two different func-

tions, we use the cross-correlation function defined

by

RxhðtÞ ¼ xðtÞ � �hðtÞ ¼
Z1

�1

xðtÞhðtþ tÞdt: (2:1:3)
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Note the symbol (**) for correlation. Correlation is

related to the convolution. As in autocorrelation,

the cross-correlation in (2.1.3) is a function of t, the
time shift between the function xðtÞ, and the shifted

version of the function hðtÞ.

2.1.1 Scalar Product and Norm

The scalar valued function xðtÞ; yðtÞh i of two signals

xðtÞ and yðtÞ of the same class of signals, i.e., either

energy or power signals, is defined by

xðtÞ;yðtÞh i¼

R1
�1

xðtÞy�ðtÞdt;

energysignals: ð2:1:4aÞ

lim
T!1

1
T

RT=2
�T=2

xðtÞy�ðtÞdt;

powersignals: ð2:1:4bÞ

8>>>>>>>><
>>>>>>>>:

Superscript (*) indicates complex conjugation. Our

discussion will be limited to a subclass of power

signals, namely periodic signals. In that case,

assuming that both the time functions have the

same period (2.1.4b) can be written in the symbolic

form as follows:

xTðtÞyTðtÞh i ¼ 1

T

Z
T

xðtÞy�ðtÞdt: (2:1:4c)

Even though our interest is in real functions, for gen-

erality, we have used complex conjugates in the above

equations. The norm of the function is defined by

xðtÞk k ¼ xðtÞ;xðtÞh i1=2¼
Ex; energy signals

Px; power signals
:

�

(2:1:5)

It gives the energy or power in the given energy or

the power signal. The two functions, xðtÞ and yðtÞ,
are orthogonal if

xðtÞ; yðtÞh i ¼ 0: (2:1:6)

In that case,

xðtÞ þ yðtÞk k2¼ xðtÞk k2þ yðtÞk k2: (2:1:7)

If xðtÞ and yðtÞ are orthogonal, the energy and power

contained in the energy or power signal

zðtÞ ¼ xðtÞ þ yðtÞ are respectively given by

Ez ¼ Ex þ Ey or Pz ¼ Px þ Py: (2:1:8)

Some of the important properties of the norm are

stated as follows:

1: xðtÞk k ¼ 0 if and only if xðtÞ ¼ 0; (2:1:9a)

2: xðtÞ þ yðtÞk k � xðtÞk k þ yðtÞk k;
triangular inequality (2:1:9b)

3: axðtÞk k ¼ aj j xðtÞk k: (2:1:9c)

In (2.1.9c), a is some constant. One measure of

distance, or dissimilarity, between xðtÞ and yðtÞ is
xðtÞ � yðtÞk k. A useful inequality is the Schwarz’s

inequality given by

x tð Þ; y tð Þh ij j � x tð Þk k y tð Þk k: (2:1:9d)

The two sides are equal when xðtÞ or yðtÞ is zero or if

yðtÞ ¼ axðtÞwhere a is a scalar to be determined. This

can be seen by noting that

xðtÞþ ayðtÞk k2 ¼ xðtÞþ ayðtÞ;xðtÞþ ayðtÞh i
¼ xðtÞxðtÞh iþ a� xðtÞ;yðtÞh i
þ a xðtÞ;yðtÞh i�þ aj j2 yðtÞ;yðtÞh i
¼ xðtÞk k2þa� xðtÞ;yðtÞh i
þ a xðtÞ;yðtÞh i�þ aj j2 yðtÞk k2:

(2:1:10)

Since a is arbitrary, select

a ¼ � xðtÞ; yðtÞh i= yðtÞk k2: (2:1:11)

Substituting this in (2.1.10), the last two terms can-

cel out, resulting in
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xðtÞ þ ayðtÞk k2 ¼ xðtÞk k2�
xðtÞ;yðtÞh i2
��� ���

yðtÞk k2

) xðtÞk k2 yðtÞk k2� xðtÞ;yðtÞh i2
��� ���� 0:

(2:1:12)

Equality exists in (2.1.9d) only if xðtÞ þ ayðtÞ ¼ 0.

Another possibility is the trivial case being either one

of the functions or both are equal to zero. Ziemer

and Tranter (2002) provide important applications

on this important topic.

Correlations in terms of time averages: Cross-

correlation and autocorrelation functions can be

expressed in terms of the time average symbols and

RxhðtÞ¼
Z1

�1

xðtÞhðtþtÞdt¼ xðtÞhðtþtÞh i; (2:1:13a)

RT;xhðtÞ ¼
1

T

ZT=2

�T=2

xTðtÞhTðtþ tÞdt

¼ 1

T

Z
T

xTðtÞhTðtþ tÞdt ¼ xTðtÞhTðtþ tÞh i:

(2:1:13b)

In the early part of this chapter we will deal with

convolution and correlation associated with aper-

iodic signals. In the later part we will concentrate on

convolution and correlation with respect to both

periodic and aperiodic signals. Most of the material

in this chapter is fairly standard and can be seen in

circuits and systems books. For example, see

Ambardar (1995), Carlson (1975), Ziemer and

Tranter (2002), Simpson and Houts (1971), Peebles

(1980), and others.

2.2 Convolution

The convolution of two functions, x1 tð Þ and x2 tð Þ,
is defined by

yðtÞ ¼ x1ðtÞ � x2ðtÞ ¼
Z1

�1

x1ðaÞx2ðt� aÞda

¼
Z1

�1

x2ðbÞx1ðt� bÞdb ¼ x2ðtÞ � x1ðtÞ:
(2:2:1)

This definition describes a higher algebra and

allows us to study the response of a linear time-

invariant system in terms of a signal and a system

response to be discussed in Chapter 6. It should be

emphasized that the end result of the convolution

operation is a function of time. Coming back to the

sifting property of the impulse functions, consider

the equation given in (2.1.1). Two special cases are

of interest.

fðtÞ � dðtÞ ¼
Z1

�1

fðaÞdðt� aÞda

¼
Z1

�1

fðt� bÞdðbÞdb ¼ dðtÞ � fðtÞ;

(2:2:2a)

dðtÞ � dðtÞ ¼
Z1

�1

dðaÞdðt� aÞda ¼ dðtÞ: (2:2:2b)

2.2.1 Properties of the Convolution
Integral

1. Convolution of two functions, x1 tð Þ and x2 tð Þ,
satisfies the commutative property,

yðtÞ ¼ x1ðtÞ � x2ðtÞ ¼ x2ðtÞ � x1ðtÞ: (2:2:3)

This equality can be shown by defining a new

variable, b ¼ t� a, in the first integral in (2.2.1)

and simplifying the equation.

2. Convolution operation satisfies the distributive

property, i.e.,

x1 tð Þ � x2 tð Þ þ x3 tð Þ½ � ¼ x1 tð Þ � x2 tð Þ

þ x1 tð Þ � x3 tð Þ:
(2:2:4)

3. Convolution operation satisfies the associative

property, i.e.,

x1 tð Þ � x2 tð Þ �x3 tð Þð Þ ¼ x1 tð Þ �x2 tð Þð Þ �x3 tð Þ: (2:2:5)

The proofs of the last two properties follow from

the definition.

4. The derivative of the convolution operation can be

written in a simple form and
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y 0ðtÞ ¼ dyðtÞ
dt
¼ d

dt

Z1

�1

x1ðaÞx2ðt� aÞda

2
4

3
5

¼
Z1

�1

x1ðaÞ
dx2ðt� aÞ

dt
db ¼ x1ðtÞ� x02ðtÞ;

) dyðtÞ
dt
¼ d

dt
½x1ðtÞ � x2ðtÞ�

¼ dx1ðtÞ
dt
� x2ðtÞ ¼ x1ðtÞ �

dx2ðtÞ
dt

:

(2:2:6a)

Equation (2.2.6a) can be generalized for higher

order derivatives. We can then write

x
ðmÞ
1 ðtÞ � x2ðtÞ ¼

dmx1ðtÞ
dtm

� x2ðtÞ ¼
dmyðtÞ
dtm

¼ yðmÞðtÞ Note x
ðmÞ
i ðtÞ ¼

d ixiðtÞ
dti

� �
;

(2:2:6b)

x
ðmÞ
1 ðtÞ � x

ðnÞ
2 ðtÞ ¼

dmx1ðtÞ
dtm

� d
nx2ðtÞ
dtn

¼ dmþnyðtÞ
dtmþn

¼ yðmþnÞðtÞ:

(2:2:6c)

Since the impulse function is the generalized deriva-

tive of the unit step function uðtÞ (see Section 1.4.2.),

we have

yðtÞ ¼ uðtÞ � hðtÞ ) y0ðtÞ

¼ u0ðtÞ � hðtÞ ¼ dðtÞ � hðtÞ ¼ hðtÞ:
(2:2:7)

5. Convolution is an integral operation and if we

know the convolution of two functions and desire

to compute its running integral, we can use

Z t

�1

yðaÞda¼
Z t

�1

½x1ðaÞ � x2ðaÞ�da

¼
Z t

�1

Z1

�1

x1ðbÞx2ða� bÞdb

2
4

3
5da;

¼
Z1

�1

Z t

�1

x2ða� bÞda

2
4

3
5x1ðbÞdb

¼
Z1

�1

Zt�b

�1

x2ðlÞdl

2
4

3
5x1ðbÞdb;

¼
Z t

�1

x2ðlÞdl

2
4

3
5�x1ðtÞ¼

Z t

�1

x1ðbÞdb

2
4

3
5�x2ðtÞ:

(2:2:8)

Example 2.2.1 Find the convolution of a function

xðtÞ and the unit step function uðtÞ and show it is a

running integral of xðtÞ:

Solution: This can be seen from

xðtÞ � uðtÞ ¼
Z1

�1

xðbÞuðt� bÞdb

¼
Z t

�1

xðbÞdb; uðt� bÞ ¼
1; b5t

0; b4t

�� �
:

(2:2:9) &

6. Convolution of two delayed functions x1ðt� t1Þ
and x2ðt� t2Þ are related to the convolution of

x1ðtÞ and x2ðtÞ.

yðtÞ ¼ x1ðtÞ � x2ðtÞ ) x1ðt� t1Þ � x2ðt� t2Þ
¼ yðt� ðt1 þ t2ÞÞ: (2:2:10)

This can be seen from

x1ðt� t1Þ � x2ðt� t2Þ

¼
Z1

�1

x1ða� t1Þx2ðt� a� t2Þda

¼
Z1

�1

x1ðbÞx2ð½t� ðt1 þ t2Þ� � bÞdb

¼ yðt� ðt1 þ t2ÞÞ: (2:2:11)

Example 2.2.2 Derive the expression for

yðtÞ ¼ x1ðtÞ � x2ðtÞ ¼ dðt� t1Þ�dðt� t2Þ.
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Solution: Using the integral expression, we have

Z1

�1

x1ðaÞx2ðt�aÞda¼
Z1

�1

dða� t1Þdðt� t2�aÞda

¼dðt� t2�aÞ a¼t1 ¼dðt� t1� t2Þ:j

Noting dðtÞ � dðtÞ ¼ dðtÞ and using (2.2.11), we have
dðt� t1Þ � dðt� t2Þ ¼ dðt� t1 � t2Þ. &

7. The time scaling property of the convolution

operation is if yðtÞ ¼ x1ðtÞ � x2ðtÞ, then

x1ðctÞ � x2ðctÞ ¼
Z1

�1

x1ðcbÞx2ðcðt� bÞÞdb

¼ 1

cj j yðctÞ; c 6¼ 0: (2:2:12)

Assuming c < 0 and using the change of variables

a ¼ cb, and simplifying, we have

x1ðctÞ �x2ðctÞ ¼
1

c

Z�1

1

x1ðaÞx2ðct� aÞdy

¼ 1

cj j

Z1

�1

x1ðaÞx2ðct� aÞda¼ 1

cj jyðctÞ:

A similar argument can be given in the case of c > 0:

Scaling property applies only when both functions

are scaled by the same constant c 6¼ 0. When

c ¼ �1, then

x1ð�tÞ � x2ð�tÞ ¼ yð�tÞ: (2:2:13)

This property simplifies the convolution if there are

symmetries in the functions. In Chapter 1, even and

odd functions were identified by subscripts

e for even and 0 for odd (see (1.2.7)). From these

xieð�tÞ ¼ xieðtÞ; an even function;

xi0ð�tÞ ¼ �xi0ðtÞ; an odd function (2:2:14a)

x1eð�tÞ � x2eð�tÞ ¼ ye1ðtÞ;

x10ð�tÞ � x20ð�tÞ ¼ ye2ðtÞ; even functions

(2:2:14b)

x1eð�tÞ � x20ð�tÞ ¼ y01ðtÞ;

x10ð�tÞ � x2eð�tÞ ¼ y02ðtÞ; odd functions:

(2:2:14c)

8. The area of a signal was defined in Chapter 1

(see (1.5.1)) by

A½xiðtÞ� ¼
Z1

�1

xiðaÞda: (2:2:15)

Area property of the convolution applies if the areas

of the individual functions do not changewith a shift

in time. It is given by

A½yðtÞ� ¼ A½x1ðtÞ � x2ðtÞ� ¼ A½x1ðtÞ�A½x2ðtÞ�:
(2:2:16)

This can be proved by

A y tð Þ½ � ¼
Z1

�1

y bð Þdb ¼
Z 1
�1

x1 bð Þ � x2 bð Þ½ �db

¼
Z1

�1

Z1

�1

x1 að Þx2 b� að Þda

2
4

3
5db

¼
Z1

�1

x1ðaÞ
Z1

�1

x2ðb� aÞdb�

8<
:

9=
;da

¼ A½x2ðtÞ�
Z1

�1

x1ðaÞda ¼ A½x2ðtÞ�A½x1ðtÞ�:

9. Consider the signals x1ðtÞ and x2ðtÞ that are non-
zero for the time intervals of tx1 and tx2, respec-

tively. That is, we have two time-limited signals,

x1ðtÞ andx2ðtÞ, with timewidths tx1 and tx2 . Then,

the time width ty of the signal yðtÞ ¼ x1ðtÞ � x2ðtÞ
is the sum of the time widths of the two convolved

signals and ty ¼ tx1 þ tx2 . This is referred to as the

time duration property of the convolution. We will

come back to some intricacies in this property, as

there are some exceptions to this property.

Example 2.2.3 Derive the expression for the convo-

lution yðtÞ ¼ x1ðtÞ � x2ðtÞ, where xiðtÞ; i ¼ 1; 2 are

as follows:

x1ðtÞ ¼ 0:5dðt� 1Þ þ 0:5dðt� 2Þ;

x2ðtÞ ¼ 0:3dðtþ 1Þ þ 0:7dðt� 3Þ:
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Solution: Convolution of these two functions is

y tð Þ ¼
Z1

�1

x1 að Þx2 t� að Þda

¼
Z1

�1

½0:5d a� 1ð Þ þ 0:5d a� 2ð Þ��

½0:3d t� aþ 1ð Þ þ 0:7d t� a� 3ð Þ�da

¼
Z1

�1

0:5ð Þ 0:3ð Þd a� 1ð Þd t� aþ 1ð Þda

þ
Z1

�1

ð0:5Þð0:7Þd a� 1ð Þd t� a� 3ð Þda

þ
Z1

�1

ð0:5Þð0:3Þdða� 2Þdðt� aþ 1Þda

þ
Z1

�1

ð0:5Þð0:7Þdða� 2Þdðt� a� 3Þda

¼ ð0:15ÞdðtÞ þ 0:35dðt� 4Þ
þ 0:15dðt� 1Þ þ 0:35dðt� 5Þ:

Notes: If an impulse function is in the integrand of

the form dðat� bÞ, then use (see (1.4.35), which is

d at� bð Þ ¼ 1= aj jð Þd t� b=að Þð Þ:

2.2.2 Existence of the Convolution
Integral

Convolution of two functions exists if the convolu-

tion integral exists. Existence can be given only in

terms of sufficient conditions. These are related to

signal energy, area, and one sidedness. It is simple to

give examples, where the convolution does not exist.

Some of these are a*a, a*u(t), cos(t)*u(t), eat *eat,

a > 0. Convolution of energy signals and the same-

sided signals always exist. In Chapter 4 we will be

discussing Fourier transforms and the transforms

make it convenient to find the convolution.

2.3 Interesting Examples

In the following, the basics of the convolution

operation, along with using some of the above

properties to simplify the evaluations are illu-

strated. A few comments are in order before the

examples. First, the convolution yðtÞ ¼ x1ðtÞ�
x2ðtÞ is an integral operation and can use either

one of the integrals in (2.2.1). Note that yðtÞ;�1 <

t <1 is a time function. The expression for

the convolution, say at t ¼ t0, will yield a zero

value for those values of t0 over which

x1ðbÞ and x2ðt0 � bÞ do not overlap. The area

under the product ½x1ðbÞx2ðt0 � bÞ�, i.e., the integral
of this product gives the value of the convolution at

t ¼ t0. Sketches of the function x1ðbÞ and the time

reversed and delayed function x2ðt0 � bÞ on the

same figure would be helpful in identifying the lim-

its of integration of the product ½x1ðbÞx2ðt0 � bÞ�.
As a check, the value of the convolution at end

points of each range must match, except in the

case of impulses and/or their derivatives in the inte-

grand of the convolution integral. This is referred to

as the consistency check. The following steps can be

used to compute the convolution of two functions

x1ðtÞ and x2ðtÞ:

x2ðtÞ�!
New variable

x2ðbÞ�!
Reverse

x2ð�bÞ�!
Shift

x2ðt� bÞ

x1ðtÞ�!
New variable

x1ðbÞ�!
Multiply the two functions

x1ðbÞx2ðt� bÞ:

�!Integrate
R1
�1

x1ðbÞx2ðt� bÞdb¼ yðtÞ:

Example 2.3.1 Derive the expression for the convo-

lution of the two pulse functions shown in Fig. 2.3.1

a,b. These are

x1ðtÞ ¼
1

a
P

t� ða=2Þ
a

� �
and

x2ðtÞ ¼
1

b
P

t� ðb=2Þ
b

� �
; b � a > 0: (2:3:1)

Solution: First

yðtÞ ¼ x1ðtÞ � x2ðtÞ ¼
Z1

�1

x1ðbÞx2ðt� bÞdb: (2:3:2)

Figure 2.3.1c,d,e,f give the functions x1ðbÞ;
x2ðbÞ; x2ð � bÞ; and x2ðt� bÞ, respectively. Note

that the variable t is some value between �1 and

1 on the b axis. Different cases are considered, and
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in each case, we keep the first function x1ðbÞ sta-
tionary and move (or shift) the second function

x2ð�bÞ, resulting in x2ðt� bÞ.

Case 1: t � 0: For this case the two functions are

sketched in Fig. 2.3.1 g on the same figure. Noting

that there is no overlap of these two functions, it

follows that

yðtÞ ¼ 0; t � 0: (2:3:3)

Case 2: 05t � a:The two functions are sketched for

this case in Fig. 2.3.1 h. The two functions overlap

and the convolution is

yðtÞ ¼
Z t

0

x1ðbÞx2ðt� bÞdb ¼ 1

ab
t; 05t � a: (2:3:4)

x1(t)

x1(β) x2(β) x2(–β)

x2(t – β)

x2(t)

(a) (b)

(c) (d) (e) 
t ≤ 0 : x2 (t – β) and x1 (β)

t > 0 : x2 (t – β) and x1 (β) t > a : x2 (t – β) and x1 (β)

t – b < a : x2 (t – β) and x1 (β) t – b > a : x2 (t – β) and x1 (β)

b > a : y (t) = x1 (t)
∗x2 (t) b = a : y (t) = x1 (t)

∗x2 (t)

(f) (g)

(h) (i)

(j) (k)

(l) (m)

Fig. 2.3.1 Convolution of two rectangular pulses (b � a)
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Case 3: a5t � b: This corresponds to the complete

overlap of the two functions and the functions are

shown in Fig. 2.3.1i. The convolution integral and

the area is

yðtÞ ¼
Za

0

1

ab
db ¼ 1

b
; a5t � b: (2:3:5)

Case 4: 0 < t� b � a < b or b < t � ðbþ aÞ. This
corresponds to a partial overlap of the two func-

tions and is shown in Fig. 2.3.1j. The convolution

integral and the area is

yðtÞ¼
Za

t�b

1

ab
db¼ðaþb� tÞ

ab
; b5t�ðbþaÞ: (2:3:6)

Case 5: t� b > a or t � aþ b: The two functions

corresponding to this range are sketched in Fig.

2.3.1k and from the sketches we see that the two

functions do not overlap and

yðtÞ ¼ 0; t � ðaþ bÞ: (2:3:7)

Summary:

y tð Þ ¼

0; t � 0

t

ab
; 05t5a

1

b
; a � t5b

aþ b� t

ab
; b � t5aþ b

0; t � aþ b

8>>>>>>>>>>>><
>>>>>>>>>>>>:

: (2:3:8)

This function is sketched in Fig. 2.3.1 l andm for the

cases of b > a and b ¼ a. There are several interest-

ing aspects in this example that should be noted.

First, the two functions we started with have first-

order discontinuous and the convolution is an

integral operation, which is a smoothing operation.

Convolution values at end points of each range

must match (consistency check) as we do not have

any impulse functions or their derivatives in the func-

tions that are convolved. Some of these are dis-

cussed below.

The areas of the two pulses are each equal to 1

and the area of the trapezoid is given by

Area½yðtÞ� ¼ ð1=2Það1=bÞ þ ðb� aÞð1=bÞ
þ ð1=2Það1=bÞ ¼ 1

¼ Area½x1ðtÞ�Area½x2ðtÞ�: (2:3:9)

This shows that the area property is satisfied. Pee-

bles (2001) shows the probability density function

of the sum of the two independent random variables

is also a probability density function. We should

note that the probability density function is nonne-

gative and the area under this function is 1 (see

Section 1.7). From the above discussion, it follows

that the convolution of two rectangular pulses

(these can be considered as uniform probability

density functions) results in a nonnegative function

and the area under this function is 1. The function

yðtÞ satisfies the conditions of a probability density

function.

The time duration of yðtÞ, ty is ty ¼ tx1 þ tx2
and

tx1 ¼ a; tx2 ¼ b) ty ¼ tx1 þ tx2 ¼ aþ b: (2:3:10)

A special case is when a ¼ b and the function yðtÞ
given in Fig. 2.3.1m, a triangle, is

P
t� a=2

a

� �
�P t� a=2

a

� �
¼ L

t� a

a

h i
: (2:3:11) &

Example 2.3.2 Give the expressions for the

convolution of the following functions:

x1ðtÞ ¼ uðtÞ and x2ðtÞ ¼ sinðptÞP t� 1

2

� �
: (2:3:12)
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Solution: The convolution integral

yðtÞ¼
Z1

�1

x2ðbÞx1ðt�bÞda¼
Z2

0

sinðpbÞuðt�bÞdb

¼
Z t

0

sinðpbÞdb¼
0; t�0

ð1=pÞð1�cosðptÞÞ; 05t52

0; t�2

8><
>: ;

yðtÞ ¼
Z t

0

sinðpbÞdb

¼
0; t � 0

ð1=pÞð1� cosðptÞÞ; 05t52

0; t � 2

8><
>: : (2:3:13)

The time duration of the unit step function is1 and

the time duration of x2ðtÞ is 2. The duration of the

function yðtÞ is 2, which illustrates a pathological

case where the time duration property of the con-

volution is not satisfied.

The integral or the area of a sine or a cosine

function over one period is equal to zero. The period

of the function sinðptÞ is equal to 2 and therefore

A½x2ðtÞ� ¼ A sinðptÞ:P t� 1

2

� �� �

¼ 0) A½yðtÞ� ¼ ð1=pÞ
Z2

0

½1� cosðptÞ�dt

¼ 1=p
Z2

0

dt ¼ 2=p:

Noting that A½x1ðtÞ� ¼ A½uðtÞ� ¼ 1 and

A½yðtÞ� ¼ 2=p, we can see that the area property of

the convolution is not satisfied. See Ambardar

(1995) for an additional discussion. &

Example 2.3.3 Derive the expression for the convo-

lution of the following functions shown in

Fig. 2.3.2a,b:

xðtÞ ¼ P
t

2T

h i
and hðtÞ ¼ e�atuðtÞ; a > 0: (2:3:14a)

Solution:

yðtÞ ¼ xðtÞ � hðtÞ ¼
Z1

�1

xðbÞhðt� bÞdb

¼
Z1

�1

hðaÞxðt� aÞda: (2:3:14b)

In computing the convolution, we keep one of the

functions at one location and the other function is

time reversed and then shifted. In this example,

since the function hðtÞ ¼ 0 for t < 0, we have a

benchmark to keep track of the movement of the

function hðt� bÞ as t varies. Therefore, the first

integral in (2.3.14b) is simpler to use. The functions

xðbÞ; hðbÞ; hð�bÞ; and hðt� bÞ are shown in

Fig. 2.3.2 c, d, e, and f respectively. As before, we

will compute the convolution for different intervals

of time.

Case 1: t � �T : the two functions, hðt� bÞ and
xðbÞ, are sketched in Fig. 2.3.2 g. Clearly there is

no overlap of the two functions and therefore the

integral is zero. That is

yðtÞ ¼ 0; t � �T: (2:3:15)

Case 2: �T < t < T: The two functions hðt� bÞ
and xðbÞ are sketched in Fig. 2.3.2 h in the same

figure for this interval. There is a partial overlap of

the two functions in the interval �T4t4T. The

convolution can be expressed by

yðtÞ ¼
Z1

�1

xðbÞhðt� bÞdb ¼
Z t

�T

ð1Þe�aðt�bÞdb

¼ e�at
Z t

�T

eabdb¼ 1

a
1� e�aðtþTÞ
h i

;�T5t5T:

(2:3:16)

Case 3: t > T : From the sketch of the two functions

in Fig. 2.3.2 h, the two functions overlap in this

range �T � t � T and the convolution integral is

yðtÞ ¼
ZT

�T

e�aðt�bÞdb ¼ 1

a
eaT � e�aT
� 	

e�at; t4T:

(2:3:17)
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Summary:

yðtÞ ¼

0; t � �T
1

a
1� e�aðtþTÞ
h i

; � T5t � T

1

a
eaT � e�aT
� 	

e�at; t4T

8>>>><
>>>>:

: (2:3:18)

This function is sketched in Fig. 2.3.2i. Note yðtÞ is
smoother than either of the given functions used in

the convolution. Computing the area of yðtÞ is not
as simple as finding the areas of the two functions,

xðtÞ and hðtÞ: Using the area property,

A y tð Þ½ � ¼ A x tð Þ½ �A h tð Þ½ � ¼ 2Tð Þ 1=að Þ: (2:3:19) &

Notes: In computing the convolution, one of the

sticky points is finding the integral of the product

½xðbÞhðt� bÞ� in (2.3.14b), which requires finding

the region of overlap of the two functions. Sketch-

ing both functions on the same figure allows for an

easy determination of this overlap. The delay prop-

erty is quite useful. For example, if yðtÞ ¼ xðtÞ � hðtÞ
then it implies y1ðtÞ ¼ xðt� TÞ � hðtÞ ¼ yðt� TÞ.
In Example 2.3.3, x(t) ¼ P[t/2T]¼ u[tþT]
�u½t� T�. Therefore

( )t h(t)

(a) (b) 
x(β) h(β)

(c) (d) 
h(−β) β( ), 0h t t− ≥

(e) (f) 

β β( )h t − , and ( )t T x<β β( )h t − , and ( )t –T x<

(g) (h) 
y(t)

(i) 

xFig. 2.3.2 Convolution of a
rectangular pulse with an
exponentially decaying pulse
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y tð Þ ¼ h tð Þ � x tð Þ
¼ h tð Þ � u tþ Tð Þ � x t� Tð Þ½ �
¼ h tð Þ � u tþ Tð Þ � h tð Þ � u t� Tð Þ: &

Example 2.3.4 Determine the convolution

yðtÞ ¼ xðtÞ � xðtÞ with xðtÞ ¼ e�atuðtÞ, a > 0:

Solution: The convolution is

yðtÞ ¼ e�atuðtÞ � e�atuðtÞ

¼
Z1

�1

e�abe�aðt�bÞ½uðbÞuðt� bÞ�db

¼ e�at
Z t

0

db ¼ te�atuðtÞ: (2:3:20)

In evaluating the integral, the following expression

is used (see Fig. 2.3.3a):

½uðbÞuðt� bÞ� ¼
0; b50 and b4t

1; 05b4t

�
: (2:3:21)

The functions xðtÞ and yðtÞ are shown in

Fig. 2.3.3b,c. Note that the function xðtÞ has a

discontinuity at t ¼ 0: The function yðtÞ,
obtained by convolving two identically decaying

signals, xðtÞ and xðtÞ is smoother than either one

of the convolved signals. This is to be expected

as the convolution operation is a smoothing

operation. &

Example 2.3.5 Derive the expression yiðtÞ ¼ hðtÞ �
xiðtÞ for the following two cases:

a:x1ðtÞ ¼ uðtÞ; b:x2ðtÞ ¼ dðtÞ:

Solution: a. Since uðt� aÞ ¼ 0; a > t, we have the

running integral

y1ðtÞ ¼ hðtÞ � uðtÞ ¼
Z1

�1

hðaÞuðt� aÞda

¼
Z t

�1

hðaÞda: (2:3:22)

b. Noting that the impulse function is the general-

ized derivative of the unit step function, we can

compute the convolution

y2 tð Þ¼h tð Þ�d tð Þ¼h tð Þ�du tð Þ
dt
¼y 01 tð Þ¼h tð Þ:

(2:3:23) &

Example 2.3.6 Let hðtÞ ¼ e�atuðtÞ; a > 0 a. Deter-

mine the running integral of hðtÞ.
b. Using (2.3.23), determine y2ðtÞ:

Solution:

a: y1ðtÞ ¼
Z t

�1

hðbÞdb ¼
Z t

�1

e�abuðbÞdb

¼ 1

a
ð1� e�atÞuðtÞ; (2:3:24)

b: y2ðtÞ ¼
dy1ðtÞ
dt
¼ 1

a

d

dt
ð1� e�atÞuðtÞ

¼ 1

a
ð1� e�atÞ d

dt
uðtÞþ 1

a
uðtÞdð1� e�atÞ

dt

¼ ð1=aÞð1� e�atÞdðtÞþ e�atuðtÞ
¼ ð1=aÞ½dðtÞ� dðtÞ�þ e�atuðtÞ
¼ ð1=aÞe�atuðtÞ: (2:3:25) &

In a later chapter this result will be used in dealing

with step and impulse inputs to an RC circuit with

an impulse response hðtÞ ¼ e�atuðtÞ.

(a) 

( ) ( )atx t e u t−=  ( ) ( )atx t e u t−= ( ) ( )* ( )y t x t x t=

(c)(b)

Fig. 2.3.3 Example 2.3.4
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Example 2.3.7 Express the following integral in the

form of xðtÞ � pðtÞ; ðpðtÞ is a pulse function:

yðtÞ ¼
ZtþT=2

t�T=2

xðaÞda: (2:3:26)

Solution:

yðtÞ ¼
ZtþðT=2Þ

�1

xðaÞda�
Zt�ðT=2Þ

�1

xðaÞda

¼ xðtÞ � uðtþ ðT=2ÞÞ � xðtÞ � uðt� ðT=2ÞÞ
¼ xðtÞ � uðtþ ðT=2ÞÞ � uðt� T=2ÞÞ½ �

¼ xðtÞ �P t

T

h i
: (2:3:27)

The output is the convolution of xðtÞ with a pulse

width of T with unit amplitude and the process is a

running average. &

Example 2.3.8 Find the derivative of the running

average of the function in (2.3.27) and express the

function xðtÞ in terms of the derivative of yðtÞ.

Solution: McGillem and Cooper (1991) give an

interesting solution for this problem.

y0ðtÞ ¼ xðtÞ � duðtþ ðT=2ÞÞ
dt

� duðt� ðT=2ÞÞ
dt

� �

¼ xðtÞ � d tþ T

2

� �
� xðtÞ � d t� T

2

� �

¼ xðtþ ðT=2ÞÞ � xðt� ðT=2ÞÞ
) xðtÞ ¼ y0ðt� ðT=2ÞÞ þ xðt� TÞ: (2:3:28) &

Example 2.3.9 Derive the expressions a: y1ðtÞ ¼
uðtÞ � uðtÞ; b: y2ðtÞ ¼ uðtÞ � uð�tÞ:

Solution:

a: y1ðtÞ ¼ uðtÞ � uðtÞ ¼
Z1

�1

uðaÞuðt� aÞda

¼
Z t

0

ð1Þdt ¼
0; t40

t; t50

( )
¼ tuðtÞ;

(2:3:29)

b: y2ðtÞ ¼
Z1

�1

uðaÞuðaþ tÞda

¼

R1
t

uðaÞda!1; t � 0

R1
0

uðaþ tÞda!1; t40

8>>><
>>>:

:

(2:3:30)

It follows that y2ðtÞ ¼ 1;�15t51. In this case,

convolution does not exist. &

2.4 Convolution and Moments

In the examples considered so far, except in the

cases of impulses, convolution is found to be a

smoothing operation. We like to quantify and com-

pare the results of the convolution of nonimpulse

functions to the Gaussian function. In Section 1.7.1,

the moments associated with probability density

functions were considered.

A useful result can be determined by consid-

ering the center of gravity convolution in terms

of the centers of gravity of the factors in the

convolution. First, the moments mnðxÞ of a wave-

form xðtÞ and its center of gravity Z are, respec-

tively, defined as

mnðxÞ ¼
Z1

�1

tnxðtÞdt; (2:4:1)

Z ¼

R1
�1

txðtÞdt

R1
�1

xðtÞdt
¼ m1ðxÞ

m0ðxÞ
: (2:4:2)

We note that we can define a term like the variance

in Section 1.7.1 by

s2ðxÞ ¼ m2ðxÞ
m0ðxÞ

� Z2: (2:4:3)

Now consider the expressions for the convolution

yðtÞ ¼ gðtÞ � hðtÞ. First,
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m1ðyÞ ¼
Z1

�1

tyðtÞdt ¼
Z1

�1

t

Z1

�1

gðlÞhðt� lÞdl

2
4

3
5dt

¼
Z1

�1

gðlÞ
Z1

�1

thðt� lÞdt

2
4

3
5dl:

Defining a new variable x ¼ t� l on the right and

rewriting the above equation results in

m1ðyÞ ¼
Z1

�1

gðlÞ
Z1

�1

ðxþ lÞhðxÞdx

2
4

3
5dl

¼
Z1

�1

lgðlÞdl
Z1

�1

hðxÞdxþ
Z1

�1

xhðxÞdx

Z1

�1

gðlÞdl¼m1ðgÞm0ðhÞþm1ðhÞm0ðgÞ: (2:4:4)

From the area property, it follows that m0ðyÞ ¼
m0ðgÞm0ðhÞ. The center of gravity is

m1ðyÞ
m0ðyÞ

¼ m1ðgÞ
m0ðgÞ

þm1ðhÞ
m0ðhÞ

) Zy ¼ Zg þ Zh: (2:4:5)

Consider the expression for the squares of the

spread of yðtÞ in terms of the squares of the spreads

of gðtÞ and hðtÞ. The derivation is rather long and

only results are presented.

s2y ¼
m2ðyÞ
m0ðyÞ

� m1ðyÞ
m0ðyÞ

� �2

: (2:4:6)

Using the expressions for m0(y), m1ðyÞ and m2ðyÞ
and simplifying the integrals results in

s2y ¼ s2g þ s2h: (2:4:7)

That is, the variance of y is equal to the sum of the

variances of the two factors. It also verifies that

convolution is a broadening operation for pulses.

Noting that if gðtÞ and hðtÞ are probability density

functions then (2.4.7) is valid. In communications

theory we are faced with a signal, say gðtÞ is cor-

rupted by a noise nðtÞ with the variance, s2n. The
signal-to-noise ratio (SNR) is given by

Signal-to-noise ratio¼Average signal power

Noise power; s2n
:

(2:4:8)

Example 2.4.1 Verify the result is true in (2.4.7)

using the functions

gðtÞ ¼ hðtÞ ¼ e�t and yðtÞ ¼ gðtÞ � hðtÞ:

Solution: Using integral tables, it can be shown that

m0ðgÞ ¼
Z1

0

e�tdt ¼ 1; m1ðgÞ ¼
Z1

0

te�tdt ¼ 1;

m2ðgÞ ¼
Z1

0

t2e�tdt ¼ 2;

Zg ¼
m1ðgÞ
m0ðgÞ

¼ 1; s2g ¼
m2ðgÞ
m0ðgÞ

� Z2g ¼ 1;

s2h ¼ 1 ðnote gðtÞ ¼ hðtÞÞ;

yðtÞ ¼ gðtÞ � hðtÞ ¼ te�tuðtÞðsee Example 2:3:4Þ:

m0ðyÞ ¼
Z1

0

te�tdt ¼1;m1ðyÞ ¼
Z1

0

t2e�tdt ¼ 2;

m2ðyÞ ¼
Z1

0

t3e�tdt ¼ 6;

Zy ¼
m1ðyÞ
m0ðyÞ

¼ 2; s2y ¼
m2ðyÞ
m0ðyÞ

� Z2y ¼ 2)

s2y ¼ s2g þ s2h ¼ 1þ 1 ¼ 2:

As an example, consider that we have signal

gðtÞ ¼ A cosðo0tÞ and is corrupted by a noise with a

variance equal tos2n. Then, the signal-to-noise ratio is

SNR ¼ A2=2

s2n
:

In Chapter 10, we will make use of this in quantiza-

tion methods, wherein A and SNR are given and

determine s2n. This, in turn, provides the informa-

tion on the size of the error that can be tolerated.

Notes: For readers interested in independent random

variables, the probability density function of a sum of

two independent random variables is the convolution

of the density functions of the two factors of the
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convolution, and the variance of the sum of the two

random variables equals the sum of their variances.

For a detailed discussion on this, see Peebles (2001).&

2.4.1 Repeated Convolution and the
Central Limit Theorem

Convolution operation is an integral operation, which

is a smoothing operation. In Example 2.3.1, we have

considered the special case of the convolution of two

identical rectangular pulses and the convolution of

these two pulses resulted in a triangular pulse (see

Fig. 2.3.1m). The discontinuities in the functions

being convolved are not there in the convolved signal.

Asmore andmore pulse functions convolve, the resul-

tant functions become smoother and smoother.

Repeated convolution begins to take on the bell-

shaped Gaussian function. The generalized version

of this phenomenon is called the central limit theorem.

It is commonly presented in terms of probability den-

sity functions. In simple terms, it states that if we

convolveN functions and one function does not dom-

inate the others, then the convolution of the N func-

tions approaches a Gaussian function as N!1. In

the general form of the central limit theorem, the

means and variances of the individual functions that

are convolved are related to themean and the variance

of the Gaussian function (see Peebles (2001)).

Given xiðtÞ; i ¼ 1; 2; :::;N; the convolution of

these functions is

yðtÞ ¼ x1ðtÞ � x2ðtÞ � ::: � xNðtÞ: (2:4:9)

The function yðtÞ can be approximated using ðm0ÞN,
the sum of the individual means of the functions,

and s2N the sum of the individual variances by

yðtÞ 	 1ffiffiffiffiffiffiffiffiffiffiffi
2ps2N

q e�ðt�ðm0ÞNÞ
2=2s2N : (2:4:10)

Example 2.4.2 Illustrate the effects of convolution

and compare yðtÞ to a Gaussian function by con-

sidering the convolution

yðtÞ ¼ x1ðtÞ � x2ðtÞ;

xiðtÞ ¼
1

a
P

t� a=2

a

� �
; i ¼ 1; 2:

(2:4:11)

Solution: yðtÞ is a triangular function (see Example

2.3.1) given by

yðtÞ ¼ 1

a
L

t� a

a

h i
: (2:4:12)

The mean values of the two rectangular pulses are

a/2 (see Section 1.7). The mean value of yðtÞ is

2ða=2Þ ¼ a. The variance of each of the rectangular

pulses is

s2i ¼ m2 �m2
1 ¼ a2=12; i ¼ 1; 2: (2:4:13a)

The variance is given by s2y ¼ s21 þ s22 ¼ a2=6. The

Gaussian approximation is

ðyðtÞÞ N¼2j 	 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pða2=3Þ

p e�ðt�aÞ
2=ða2=3Þ: (2:4:13b)

This Gaussian and the triangle functions are sym-

metric around a. They are sketched in Fig. 2.4.1.

Even withN ¼ 2, we have a good approximation.&

Example 2.4.3 In Example 2.4.1 we considered two

identically exponentially decaying functions:

x1ðtÞ ¼ e�tuðtÞ ¼ x2ðtÞ. The convolution of these

two functions is given by y2ðtÞ ¼ te�tuðtÞ. Approx-

imate this function using the Gaussian function.

Solution: The Gaussian function approximations

of ynðtÞ, considering n ¼ 2 and for n large, are,

respectively, given below. Note that m0ðyÞ ¼ 2.

y2ðtÞ 	
1ffiffiffiffiffiffiffiffiffiffiffiffi
2pð2Þ

p e� ðt�2Þ
2=2ð2Þð Þ;

ynðtÞ 	
1ffiffiffiffiffiffiffiffiffiffiffiffi
2pðnÞ

p e� ðt�nÞ
2=2ðnÞð Þ:

(2:4:14)

For sketches of these functions for various values of

n, see Ambardar (1995). &

Fig. 2.4.1 Triangle function yðtÞ in (2.4.12) and the Gaus-
sian function in (2.4.13b)
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2.4.2 Deconvolution

In this chapter, we have defined the convolution

yðtÞ ¼ hðtÞ � xðtÞ as a mathematical operation. If

xðtÞ needs to be recovered from yðtÞ, we use a pro-

cess called the deconvolution defined by

xðtÞ ¼ yðtÞ � hinvðtÞ ¼ xðtÞ � hðtÞ � hinvðtÞ
¼ xðtÞ � ½hðtÞ � hinvðtÞ�;) hðtÞ � hinvðtÞ
¼ dðtÞ and xðtÞ � dðtÞ ¼ xðtÞ: (2:4:15)

It is a difficult problem to find hinvðtÞ, which may

not even exist.

Table 2.4.1 Properties of aperiodic convolution

Definition:

yðtÞ ¼ x1ðtÞ�x2ðtÞ ¼
R1
�1 x1ðaÞx2ðt� aÞda ¼

R1
�1 x2ðaÞx1ðt� aÞda:

Amplitude scaling:

ax1ðtÞ�bx2ðtÞ ¼ abðxðtÞ�hðtÞÞ; a and b are constants:

Commutative:

x1ðtÞ�x2ðtÞ ¼ x2ðtÞ�x1ðtÞ:

Distributive:

x1ðtÞ�½x2ðtÞ þ x3ðtÞ� ¼ x1ðtÞ�x2ðtÞ þ x1ðtÞ�x3ðtÞ:

Associative:

x1ðtÞ�½x2ðtÞ�x3ðtÞ� ¼ ½x1ðtÞ�x2ðtÞ��x3ðtÞ:

Delay:

x1ðt� t1Þ�x2ðt� t2Þ ¼ x1ðt� t2Þ�x2ðt� t1Þ ¼ yðt� ðt1 þ t2ÞÞ:

Impulse response:

xðtÞ�dðtÞ ¼ xðtÞ:

Derivatives:

x1ðtÞ�x02ðtÞ ¼ x01ðtÞ
�x2ðtÞ ¼ y0ðtÞ; x

ðmÞ
1 ðtÞ

�x
ðnÞ
2 ðtÞ ¼ yðmþnÞðtÞ:

Step response:

yðtÞ ¼ xðtÞ�uðtÞ ¼
R t

�1 xðaÞda; y0ðtÞ ¼ xðtÞ�dðtÞ ¼ xðtÞ:

Area:

A½x1ðtÞ�x2ðtÞ� ¼ A½yðtÞ�; where A½xðtÞ� ¼
R1
�1 xðtÞdt:

Duration:

tx1 þ tx2 ¼ ty:

Symmetry:

x1eðtÞ�x2eðtÞ ¼ yeðtÞ; x1eðtÞ�x20ðtÞ ¼ y0ðtÞ; x10ðtÞ�x20ðtÞ ¼ yeðtÞ:

Time scaling:

x1ðctÞ�x2ðctÞ ¼ 1
cj j yðctÞ; c 6¼ 0:
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2.5 Convolution Involving Periodic
and Aperiodic Functions

2.5.1 Convolution of a Periodic Function
with an Aperiodic Function

Let hðtÞ be an aperiodic function and xTðtÞ be a

periodic function with a period T. We desire to

find the convolution of these two functions. That

is, find yðtÞ ¼ xTðtÞ � hðtÞ.

Example 2.5.1 Derive the expressions for the con-

volution of the following two functions:

dTðtÞ and hðtÞ assuming T ¼ 1:5 and T ¼ 2 and

sketch the results for the two cases.

dTðtÞ ¼
X1

k¼�1
dðt� nTÞ; hðtÞ ¼ L t½ �: (2:5:1)

Derive the expressions for the convolution of these

two functions assuming T ¼ 1:5 and T ¼ 2 and

sketch the results of the convolution for the two

cases.

yðtÞ ¼ hðtÞ � dTðtÞ ¼ hðtÞ �
X1

k¼�1
dðt� kTÞ

¼
X1

k¼�1
hðtÞ � dðt� kTÞ: (2:5:2)

Noting that hðtÞ � dðt� kTÞ ¼ hðt� kTÞ, it follows
that

yðtÞ ¼
X1

k¼�1
hðt� kTÞ ¼ yTðtÞ: (2:5:3)

Figure 2.5.1a,b gives the sketches of the functions

dTðtÞ and hðtÞ. The sketches for the convolution are

shown in Fig. 2.5.1c,d. In the first case, there were

no overlaps, whereas in the second case there are

overlaps. &

Example 2.5.2 Derive an expression for the convo-

lution yðtÞ ¼ hðtÞ � xTðtÞ,

xTðtÞ ¼ cosðo0tþ yÞ and hðtÞ ¼ e�atuðtÞ: (2:5:4)

Solution: yðtÞ¼ hðtÞ �xTðtÞ¼
R1
0

e�ab cosðo0ðt�bÞþ
yÞdb

¼
Z1

0

e�ab½cosðo0tþ yÞ cosðo0bÞ

þ sinðo0tþ yÞ sinðo0bÞ�db

¼
Z1

0

e�ab cosðo0bÞdb

2
4

3
5 cosðo0tþ yÞ

þ
Z1

0

e�ab sinðo0bÞdb

2
4

3
5 sinðo0tþ yÞ: (2:5:5)

Using the identities given below (see (2.5.7 a, b, and

c.)), (2.5.5) can be simplified.

yðtÞ ¼ a=ða2 þ o2
0Þ

� 	
cosðo0tþ yÞ

þ o0=ða2 þ o2
0Þ

� 	
sinðo0tþ yÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ o2

0

q cosðo0tþ y� tan�1ðo0=aÞÞ

� yTðtÞ;

(2:5:6)

( )T tδ

( )h t

(a)

(c)

(d)

(b)
( )Ty t

( )Ty t

Fig. 2.5.1 (a) Periodic impulse sequence, (b) L½t�; (c) yTðtÞ;
T ¼ 2, and (d) yTðtÞ;T ¼ 2
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Z1

0

e�ab sinðo0bÞdb ¼
e�ab

a2 þ o2
0

½�a sinðo0bÞ

� o0 cosðo0bÞ� 10
�� ¼ o0

a2 þ o2
0

;

(2:5:7a)

Z1

0

e�ab cosðo0bÞdb ¼
e�ab

a2 þ o2
0

½�a cosðo0bÞ

þ o0 sinðo0bÞ� 10
�� ¼ a

a2 þ o2
0

;

(2:5:7b)

a cosðo0tþ yÞ þ b sinðo0tþ yÞ ¼ c cosðo0tþ fÞ;

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
;f ¼ ½� tan�1ðb=aÞ þ y�: (2:5:7c)

The functions yðtÞ ¼ yTðtÞ and xTðtÞ are sinusoids at
the same frequencyo0. The amplitude and the phase

of yðtÞ are different compared to that of xTðtÞ. &

The derivation given above can be generalized for a

periodic function

xTðtÞ ¼Xs½0� þ
X1
k¼0

c½k�cosðko0tþ y½k�Þ;o0 ¼ 2p=T;

(2:5:8a)

yðtÞ ¼ xTðtÞ � hðtÞ ¼ Xs½0� � hðtÞ þ
X1
k¼0

c½k�½cosðko0t

þ y½k�Þ � hðtÞ�;o0 ¼ 2p=T: (2:5:8b)

2.5.2 Convolution of Two Periodic
Functions

In Section 1.5 energy and power signals were con-

sidered. The energy in a periodic function is infinity

and its average power is finite. One period of a

periodic function has all its information. In the

same vein, the average convolution is a useful mea-

sure of periodic convolution. Such averaging pro-

cess is called periodic or cyclic convolution. The con-

volution of two periodic functions with different

periods is very difficult and is limited here to the

convolution of two periodic functions, each with the

same period.

The periodic convolution of two periodic func-

tions, xTðtÞ and hTðtÞ, is defined by

yTðtÞ¼xTðtÞ
hTðtÞ¼
1

T

Zt0þT

t0

xTðaÞhTðt�aÞda

¼ 1

T

Z
T

xTðaÞhTðt�aÞda¼
1

T

Z
T

xTðt�aÞhTðaÞda

¼hTðtÞ
xTðtÞ: (2:5:9a)

Note that the symbol 
 used for the periodic con-

volution and the constant ðTÞ in the denominator in

(2.5.9a) indicates that it is an average periodic con-

volution. yTðtÞ is periodic since

hTðtþ T� aÞ ¼ hTðt� aÞ and
xTðtþ T� aÞ ¼ xTðt� aÞ: (2:5:9b)

Also, periodic convolution is commutative.Many of

the aperiodic convolution properties discussed ear-

lier are applicable for periodic convolution with

some modifications. The expression for the periodic

convolution can be obtained by considering aperio-

dic convolution for one period of each of the two

functions.

Consider the periodic functions in the form

xTðtÞ ¼
X1
n¼�1

xðt� nTÞ and hTðtÞ ¼
X1
n¼�1

hðt� nTÞ;

(2:5:10a)

xðtÞ ¼
xTðtÞ; t0 � t < t0 þ T

0; otherwise

�
;

hðtÞ ¼
hTðtÞ; t0 � t < t0 þ T

0; otherwise:
(2:5:10b)

�

Note that the time-limited functions, xðtÞ and hðtÞ,
are defined from the periodic functions xTðtÞ and
hTðtÞ. Using (2.5.10b) the periodic convolution is

yTðtÞ ¼
1

T

Z
T

xTðaÞhTðt� aÞda

¼ 1

T

Z
T

xTðaÞ
X1

n¼�1
hðt� a� nTÞda
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¼ 1

T

X1
n¼�1

Z
T

xðaÞhðt� a� nTÞda

¼ 1

T

X1
n¼�1

xðtÞ � hðt� nTÞ;

(2:5:11a)

yTðtÞ¼ xTðtÞ
hTðtÞ

¼ 1

T

X1
n¼�1

yðt�nTÞ;yðtÞ¼ xðtÞ �hðtÞ: (2:5:11b)

That is, yTðtÞ can be determined by considering one

period of each of the two functions and finding the

aperiodic convolution.

Example 2.5.3 a. Determine and sketch the aperio-

dic convolution yðtÞ ¼ hðtÞ � xðtÞ.

xðtÞ ¼ 1

2
P

t� 1

2

� �
; hðtÞ ¼ 1

3
P

t� 1:5

3

� �
: (2:5:12)

b. Determine and sketch the periodic convolution

yTðtÞ ¼ xTðtÞ 
 hTðtÞ for periods T ¼ 6 and 4:

xTðtÞ ¼
X1

k¼�1
xðt� kTÞ and hTðtÞ ¼

X1
k¼�1

hðt� kTÞ:

(2:5:13)

Solution: a. From (2.5.13), the results for the aper-

iodic convolution can be derived. The sketches of

the two functions and the result of the convolution

are shown in Fig. 2.5.2a. The periodic convolutions

for the two different periods are shown in Fig.

2.5.2b,c. There are no overlaps of the functions

from one period to the next in Fig. 2.5.2b, whereas

in Fig. 2.5.2c, the pulses overlap. &

Convolution of almost periodic or random signals,

xðtÞ and hðtÞ, is defined by

yðtÞ ¼ lim
T!1

1

T

ZT=2

�T=2

xðaÞhðt� aÞda: (2:5:14)

This reduces to the periodic convolution if

xðtÞ and hðtÞ are periodic with the same period.

2.6 Correlation

Equation (2.1.3) gives the cross-correlation of

xðtÞ and hðtÞ as the integral of the product of two

functions, one displaced by the other by t between
the interval a < t < b and is given by

RxhðtÞ¼xðtÞ��hðtÞ¼
Zb

a

xðtÞhðtþtÞdt¼ xðtÞhðtþth i:

Cross-correlation function gives the similarity

between the two functions: xðtÞ and hðtþ tÞ. Many

a times the second function hðtÞ may be a corrupted

version of xðtÞ, such as hðtÞ ¼ xðtÞ þ nðtÞ, where

nðtÞ is a noise signal. In the case of xðtÞ ¼ hðtÞ,
cross-correlation reduces to autocorrelation. In

this case, at t ¼ 0, the autocorrelation integral

gives the highest value at t ¼ 0. Comparison of

two functions appears in many identification situa-

tions. For example, to identify an individual based

upon his speech pattern, we can store his speech

(a)( )T
y t ( )

T
y t

(b) (c)

Fig. 2.5.2 Example 2.5.1
(a) Aperiodic convolution;
(b) periodic convolution
T ¼ 6; (c) periodic
convolution, T ¼ 4
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segment in a computer.When he enters, say a secure

area, we can request him to speak and compute the

cross-correlation between the stored and the

recorded. Then decide on the individual’s identifica-

tion based on the cross-correlation function. Gen-

erally, an individual is identified if the peak of the

cross-correlation is close to the possible peak auto-

correlation value. Allowance is necessary since the

speech is a function of the individual’s physical and

mental status of the day the test is made. Quantita-

tive measures on the cross-correlation will be con-

sidered a bit later.

The order of the subscripts on the cross-correla-

tion function RxhðtÞ is important and will get to it

shortly. In the case of xðtÞ ¼ hðtÞ, we have the auto-
correlation and the function is referred to as RxðtÞ
with a single subscript. The cross- and autocorrela-

tion functions are functions of t and not t. Correla-

tion is applicable to periodic, aperiodic, and ran-

dom signals. In the case of periodic functions, we

assume that both are periodic with the same period.

Cross-correlation: Aperiodic:

RxhðtÞ ¼
Z1

�1

xðtÞhðtþ tÞdt (2:6:1a)

Cross-correlation: Periodic:

RT;xhðtÞ ¼
1

T

Z
T

xTðtÞhTðtþ tÞdt (2:6:1b)

Autocorrelation: Aperiodic:

RxðtÞ ¼
Z1

�1

xðtÞxðtþ tÞdt (2:6:1c)

Autocorrelation: Periodic:

RT;xðtÞ ¼
1

T

Z
T

xTðtÞxTðtþ tÞdt: (2:6:1d)

Notes: Cross- and autocorrelations of periodic

functions and random signals are referred to as

average periodic cross- and autocorrelation functions.

In the case of random or noise signals, the average

cross-correlation function is defined by

Ra;xhðtÞ ¼ lim
T!1

1

T

ZT=2

�T=2

xðtÞhðtþ tÞdt: (2:6:1e)

For periodic functions, (2.6.1e) reduces to (2.6.1b).

2.6.1 Basic Properties
of Cross-Correlation Functions

Folding relationship between the two cross-correla-

tion functions is

RxhðtÞ ¼ Rhxð�tÞ; (2:6:2)

) RxhðtÞ ¼
Z1

�1

xðtÞhðtþ tÞdt

¼
Z1

�1

xða� tÞhðaÞda¼ Rhxð�tÞ: (2:6:3)

2.6.2 Cross-Correlation and Convolution

The cross-correlation function is related to the con-

volution. From (2.6.3) we have

RxhðtÞ ¼ xðtÞ ��hðtÞ ¼ xð�tÞ � hðtÞ; (2:6:4a)

RhxðtÞ ¼ hðtÞ ��xðtÞ ¼ hð�tÞ � xðtÞ: (2:6:4b)

Equation (2.6.4a) can be seen by first rewriting the

first integral in (2.6.3) using a new variable t ¼ �a,
and then simplifying it. That is,

RxhðtÞ ¼
Z1

�1

xðtÞhðtþ tÞdt ¼
Z1

�1

xð�aÞhðt� aÞda

¼ xð�tÞ � hðtÞ: (2:6:4c)

Equation (2.6.4b) can be similarly shown. Noting

the explicit relation between correlation and convo-

lution, many of the convolution properties are

applicable to the correlation. To compute the cross–
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correlation, RxhðtÞ, one can use either of the integral

in (2.6.3) or the integral in (2.6.4c). RxhðtÞ is not
always equal toRhxðtÞ. In case, if one of the functions

is symmetric, say xðtÞ ¼ xð�tÞ; then

RxhðtÞ ¼ xð�tÞ � hðtÞ ¼ xðtÞ � hðtÞ: (2:6:5)

Example 2.6.1 illustrates the use of this property. In

particular, the area and duration properties for con-

volution also apply to the correlation. We should

note that the correlations are functions of t and not t,
where t is the time shift between xðtÞ and hðtþ tÞ.
In the case of energy signals, the energies in the real

signals, gðtÞ and hðtÞ, are

Rgð0Þ ¼
Z1

�1

g2ðtÞdt¼ Eg; Rhð0Þ ¼
Z1

�1

h2ðtÞdt¼ Eh:

(2:6:6) &

2.6.3 Bounds on the Cross-Correlation
Functions

Consider the integral

Z1

�1

xðtÞ � hðtþ tÞ½ �2dt ¼
Z1

�1

x2ðtÞdt

þ
Z1

�1

h2ðtþ tÞdt� 2

Z1

�1

xðtÞhðtþ tÞdt

¼ Rxð0Þ þ Rhð0Þ � 2RxhðtÞ � 0: (2:6:7a)

This follows since the integrand in (2.6.7a) is non-

negative and

RxhðtÞj j � ðRxð0Þ þ Rhð0ÞÞ=2: (2:6:7b)

An interesting bound can be derived using the

Schwarz’s inequality. See (2.1.9d).

xðtÞhðtþ th i2¼
Z1

�1

xðtÞhðtþ tÞdt

2
4

3
5
2

�
Z1

�1

xðtÞj j2dt

0
@

1
A Z1

�1

hðtþ tÞj j2dt

0
@

1
A; (2:6:8)

) RxhðtÞj j2�
Z1

�1

x2ðtÞdt

0
@

1
A Z1

�1

h2ðtÞdt

0
@

1
A

¼ Rxð0ÞRhð0Þ; (2:6:9a)

RxhðtÞj j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rxð0ÞRhð0Þ

p
: (2:6:9b)

Equation (2.6.9b) represents a tighter bound com-

pared to the one in (2.6.7b), as the geometric mean

cannot exceed the arithmetic mean. That is,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rxð0ÞRhð0Þ

p
� ðRxð0Þ þ Rhð0ÞÞ=2: (2:6:9c)

Another way to prove (2.6.9b) is as follows. Start

with the inequality below. Expand the function and

identify the auto- and cross-correlation terms.Z 1
�1
½xðtÞ þ ahðtþ tÞ�2dt � 0: (2:6:10)

Write the resulting equation in a quadratic form in

terms of a. In order for the equation in (2.6.10) to be

true, the roots of the quadratic equation have to be

real and equal or the roots have to be complex con-

jugates. The proof is left as a homework problem.

Example 2.6.1 Determine the cross-correlation of

the functions given in Fig. 2.3.2.

xðtÞ ¼ P
t

2T

h i
; hðtÞ ¼ e�atuðtÞ; a > 0: (2:6:11a)

Solution: Example 2.3.3 dealt with computing the

convolution of these two functions. The cross-cor-

relation functions are as follows:

RhxðtÞ ¼
Z1

�1

hðtÞxðtþ tÞdt¼ hð�tÞ � xðtÞ;

RxhðtÞ ¼
Z1

�1

xðtÞhðtþ tÞdt¼ xð�tÞ � hðtÞ:

(2:6:11b)

Note that we have xð�tÞ ¼ xðtÞ, and therefore the

cross-correlation RxhðtÞ ¼ xðtÞ � hðtÞ is the convo-

lution determined before (see (2.3.18).), except the

cross-correlation is a function of t rather than t. It is

given below. The two cross-correlation functions are

sketched in Fig. 2.6.1a,b. Note RhxðtÞ ¼ Rxhð�tÞ
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RxhðtÞ ¼

0; t��T
1

a
1� e�aðtþTÞ
h i

; �T< t� T

1

a
eaT� e�aT
� 	

e�at; t> T

8>>>><
>>>>:

(2:6:11c) &

2.6.4 Quantitative Measures
of Cross-Correlation

The amplitudes of RxhðtÞ ðand RhxðtÞÞ vary. It is

appropriate to consider the normalized correlation

coefficient (or correlation coefficient) of two energy

signals defined by

rxhðtÞ ¼
RxhðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR1

�1
x2ðtÞdt

� � R1
�1

h2ðtÞdt
� �s ¼ RxhðtÞffiffiffiffiffiffiffiffiffiffiffi

ExEh

p ;

(2:6:12a)

) rxhðtÞj j � 1: (2:6:12b)

Equation (2.6.12b) can be shown as follows. From

(2.1.13a) and using the Schwarz’s inequality (see

(2.1.9d)), we have

RxhðtÞ ¼ xðtÞhðtþ tÞh i � xðtÞk k hðtþ tÞk k ¼
ffiffiffiffiffiffiffiffiffiffiffi
ExEh

p

It should be noted that the case of xðtÞ ¼ hðtÞ, the
correlation coefficient reduces to

rxxðtÞ ¼
RxðtÞ
Rxð0Þ

: (2:6:13)

Correlation measures are very useful in statistical

analysis. See Yates and Goodman (1999), Cooper

and McGillem (1999) and others.

The significance of rxhðtÞ can be seen by consider-
ing some extreme cases. When xðtÞ ¼ ahðtÞ; a > 0,

we have the correlation coefficient rxhðtÞ ¼ 1. In the

case of xðtÞ ¼ ahðtÞ; a < 0 and rxhðtÞ ¼ �1. In

communication theory, we will be interested in

signals that are corrupted by noise, usually identi-

fied by nðtÞ, which can be defined only in statis-

tical terms. In the following, we will consider the

analysis without going through statistical analysis.

Noise signal nðtÞ is assumed to have a zero average

value. That is,

lim
T!1

1

T

ZT=2

�T=2

nðtÞdt ¼ 0: (2:6:14)

Cross-correlation function can be used to compare

two signals. The signals xðtÞ and hðtÞ are uncorre-

lated if the average cross-correlation satisfies the

relation

Ra;xhðtÞ ¼ lim
T!1

1

T

ZT=2

T=2

xðtÞhðtþ tÞdt

¼ lim
T!1

1

T

ZT=2

T=2

xðtÞdt

2
64

3
75 lim

T!1

1

T

ZT=2

T=2

hðtÞdt

2
64

3
75:

(2:6:15)

Example 2.6.2 If the signals x(t) and a zero average

noise signal n(t) are uncorrelated, then show

lim
T!1

1

T

ZT=2

�T=2

xðtÞnðt� tÞdt ¼ 0 for all t: (2:6:16)

Fig. 2.6.1 Cross-
correlations (a)RxhðtÞ,
(b) RhxðtÞðRxhðTÞ ¼
1
a 1� e�2aT
� 	

¼ Rhxð�TÞ)
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Solution: Using (2.6.14) and (2.6.15), we have

lim
T!1

1

T

ZT=2

�T=2

xðtÞnðtþ tÞdt

¼ lim
T!1

1

T

ZT=2

T=2

xðtÞdt

2
64

3
75 lim

T!1

1

T

ZT=2

T=2

nðtþ tÞdt

2
64

3
75 ¼ 0:

(2:6:17)

Cross-correlation function can be used to estimate

the delay caused by a system. Suppose we know that

a finite duration signal xðtÞ is passed through an

ideal transmission line resulting in the output func-

tion yðtÞ ¼ xðt� t0Þ. The delay t0 caused by the

transmission line is unknown and can be estimated

using the cross-correlation function RxyðtÞ: At

t ¼ t0, Rxyðt0Þ gives a maximum value. Then deter-

mine t corresponding to the maximum value of

RxyðtÞ. &

Example 2.6.3 Consider the transmitted signals

x1ðtÞ and x2ðtÞ in the interval 0 < t < Ts and zero

otherwise. Use the cross-correlation function to

determine which signal was transmitted out of the

two. They are assumed to be mutually orthogonal

(see Section 2.1.1) over the interval and satisfy

ZTs

0

xiðtÞxjðtÞdt ¼
Exi ¼ Ex; i ¼ j

0; i 6¼ j; i ¼ 1; 2

�
: (2:6:18)

Ex is the energy contained in each signal. The two

signals to be transmitted are assumed to be available

at the receiver. A simple receiver is the binary

correlation detector (or receiver) shown in

Fig. 2.6.2. The received signals yiðtÞ are assumed

to be of the form in (2.6.19). Decide which signal

has been transmitted using the cross-correlation

function.

yiðtÞ ¼ xiðtÞ þ noise; i ¼ 1 or 2: (2:6:19)

Solution: Let the transmitted signal be x1ðtÞ. Using

the top path in Fig. 2.6.2, we have

ZTs

0

½x1ðtÞ þ nðtÞ�x1ðtÞdt ¼ A

ZTs

0

x21ðtÞdt: (2:6:20)

Using the bottom path, with the transmitted signal

equal to x1ðtÞ, we have

ZTs

0

½x1ðtÞþnðtÞ�x2ðtÞdt¼
ZTs

0

½x1ðtÞx2ðtÞþx1ðtÞnðtÞ�dt

¼
ZTs

0

x1ðtÞnðtÞdt¼B: (2:6:21)

Since the noise signal has no relation to x1ðtÞ, B will

be near zero and A 44B, implying x1ðtÞ was trans-
mitted. If x2ðtÞ was transmitted, the roles are

reversed and B� A. The correlation method of

detection is based on the following:

1. If A > B) transmitted signal is x1ðtÞ.
2. If B > A) transmitted signal is x2ðtÞ.
3. If B ¼ A) no decision can be made as noise

swamped the transmitted signal. &

Fig. 2.6.2 Correlation
detector
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Example 2.6.4 Derive the expressions for the cross-

correlation RxhðtÞ and RhxðtÞ assuming

xðtÞ ¼ e�tuðtÞ; hðtÞ ¼ e�2tuðtÞ:

Solution: Using the expression in (2.6.3), we have

RxhðtÞ ¼
Z1

�1

xða� tÞhðaÞda

¼
Z1

�1

e�ða�tÞe�2a½uða� tÞuðaÞ�da: (2:6:22a)

Consider the following and then the corresponding

correlations:

t � 0 : ½uðaÞuða� tÞ� ¼
1; a � t

0; Otherwise

�
;

t < 0 : ½uðaÞuða� tÞ� ¼
1; a � 0

0; Otherwise

�
;

t� 0 : RxhðtÞ ¼ et
Z1

t

e�3ada

¼ et
1

�3e
�3a 1

t

�� ¼ 1

3
e�2tuðtÞ; (2:6:22b)

t < 0 : RxhðtÞ ¼ et
Z1

0

e�3ada ¼ 1

ð�3Þ e
te�3a 10

�� ¼ et

3
:

(2:6:22c)

RxhðtÞ is shown in Fig. 2.6.3. Note that

RhxðtÞ ¼ Rxhð�tÞ. &

Example 2.6.5 Derive the cross–correlation RxhðtÞ
for the following functions:

xðtÞ ¼ P t� :5½ �; hðtÞ ¼ tP
t� 1

2

� �
;RxhðtÞ

¼
Z1

�1

xðtÞhðtþ tÞdt: (2:6:23)

Solution: SeeFig. 2.6.4c for hðtþ tÞ for an arbitrary
t. The function hðtþ tÞ starts at t ¼ �t and ends at

t ¼ 2� t. As t varies from � 1 to 1, there are five

possible regions we need to consider. These are

sketched in Fig. 2.6.4 d,e,f,g,h. In each of these cases

both the functions are sketched in the same figure,

which allows us to find the regions of overlap. The

regions of overlap are listed in Table 2.6.1.

Case 1: t � �1 : See Fig. 2.6.4d. There is no overlap

between xðtÞ and hðtþ tÞ and

RxhðtÞ ¼ 0;�t > 1 or t � �1: (2:6:24)

Case 2: 0 < �t � 1 or � 1 < t � 0 : See Fig.

2.6.4e. Using Table 2.6.1

RxhðtÞ ¼
Z1

�t

ðtþ tÞdt ¼ t2

2
þ tt t¼1

t¼�t
��

¼ ðtþ 1Þ2

2
;�1 � t < 0: (2:6:25)

Case 3: 0 < t � 1: See Fig. 2.6.4 f. Using Table

2.6.1, we have

RxhðtÞ ¼
Z1

0

ðtþ tÞdt ¼ t2

2
þ tt t¼1

t¼0 ¼
1þ 2t

2

���� ;0< t� 1:

(2:6:26)

Case 4: 1 < t � 2: See Fig. 2.6.3 g. Using Table

2.6.1 we have

RxhðtÞ ¼
Z2�t

0

ðtþ tÞdt ¼ t2

2
þ tt t¼2�t

t¼0
��

¼ 4� t2

2
; 1 < t � 2: (2:6:27)

Case 5: 2 < t: See Fig. 2.6.4 h. There is no overlap

and

( )xhR τ

Fig. 2.6.3 RxhðtÞ
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RxhðtÞ ¼ 0; t > 2: (2:6:28)

See Fig. 2.6.4i for the cross-correlation RxhðtÞ
sketch. There are no impulses in either of the two

functions and therefore the cross-correlation func-

tion is continuous. &

(a) (b)

(c) (d)

(e)

(g)

(f)

(h)

(  )xhR τ

τ

(i)

Fig. 2.6.4 (a) xðtÞ, (b) hðtÞ;
(c) hðtþ tÞ,
(d) xðtÞ and hðtþ tÞ;
�t > 1ðor t � �1Þ;
(e) xðtÞandhðtþtÞ;�1<t�0;
(f) xðtÞandhðtþtÞ; 0<t�1,
(g) xðtÞandhðtþtÞ; 1<t<2,
(h) xðtÞandhðtþtÞ; t>2,
(i) RxhðtÞ

Table 2.6.1 Example 2.6.4

Case t Range of overlap/ integration range

1 t � �1 No over lap

2 �1 < t � 0 �t < t < 1

3 0 < t � 1 0 < t < 1

4 1 < t � 2 1 < t < 2� t
5 t > 2 No over lap
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2.7 Autocorrelation Functions of Energy
Signals

Autocorrelation function describes the similarity or

coherence between the given function xðtÞ and its

delayed or its advanced version xðt� tÞ. It is an

even function. The autocorrelation (AC) function

of an aperiodic signal xðtÞ was defined by

ACfxðtÞg¼RxðtÞ¼
Z1

�1

xðtÞxðtþtÞdt

¼
Z1

�1

xðtÞxðt�tÞdt¼ xðtÞxðt�tÞh i: (2:7:1)

Rxð�tÞ ¼ RxðtÞ:ðeven functionÞ (2:7:2)

Second, the maximum value of the autocorrelation

function occurs at t ¼ 0. That is

RxðtÞj j � Rxð0Þ: (2:7:3)

The proof of the symmetry property in (2.7.2) can

be shown by changing the variable b ¼ tþ t and

simplifying the integral. The proof on the upper

bound on the autocorrelation function is shown

below by noting the integral with a nonnegative

integrand is nonnegative.

Z1

�1

½xðtÞ � xðt� tÞ�½xðtÞ � xðt� tÞ�dt � 0: (2:7:4)

Z1

�1

x2ðtÞdtþ
Z1

�1

x2ðt� tÞdt� 2

Z1

�1

xðtÞxðt� tÞdt

¼ 2½
Z1

�1

x2ðtÞdt�
Z1

�1

xðtÞxðt� tÞdt� � 0:

) Rxð0Þ ¼
Z1

�1

x2ðtÞdt � RxðtÞj j

¼
Z1

�1

xðtÞxðt� tÞdt�

������
������: (2:7:5)

Third,

Ex ¼ Rxð0Þ ¼
Z1

�1

x2ðtÞdt:ðenergy in xðtÞÞ: (2:7:6)

In addition, if yðtÞ ¼ xðt� aÞ, then

RxðtÞ ¼ RyðtÞ: (2:7:7)

This can be seen first for t > 0 from

RyðtÞ¼
Z1

�1

yðtÞyðt�tÞdt¼
Z1

�1

xðt�aÞxðt�a�tÞdt

¼
Z1

�1

xðbÞxðb�tÞdb¼RxðtÞ: (2:7:8)

Change of a variable b ¼ ðt� aÞ was made in the

above integral and then simplified. Since the auto-

correlation function is even, the result follows for

t < 0:

Example 2.7.1 Find the AC of xðtÞ ¼ e�atuðtÞ; a > 0

by first computing the AC for t > 0 and then use the

symmetry property to find the other half of the

autocorrelation function.

Solution: First,

uðtÞuðt� tÞ ¼ uðt� tÞ ¼
1; t > t

0; otherwise

�
; (2:7:9)

t > 0 : RxðtÞ ¼
Z1

�1

xðtÞxðt� tÞdt

¼
Z1

�1

e�atuðtÞe�aðt�tÞuðt� tÞdt

¼ eat
Z1

t

e�2 atdt ¼ e�at

2a
:

Using the symmetry property of the AC, we have

RxðtÞ ¼ ð1=2aÞe�a tj j: (2:7:10)

The energy contained in the exponentially decaying

pulse is E ¼ Rxð0Þ ¼ ð1=2aÞ. The autocorrelation

function is sketched in Fig. 2.7.1. &

Example 2.7.2 Consider the function xðtÞ ¼
P½t� 1=2�. Determine its autocorrelation function

and its energy using this function.

Solution: The AC function for t � 0 is

RxðtÞ¼
Z1

�1

xðtÞxðt�tÞdt¼
Z1

�1

P½t�:5�P½t�t�:5�dt:
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The function P½t� 1=2� is a rectangular pulse

centered at t ¼ 1=2 with a width of 1, and

P½t� ðtþ ð1=2ÞÞ� is a rectangular pulse centered

at ðtþ 0:5Þ with a width of 1. See Fig. (2.7.2a) for

the case 0 < t < 1. In the case of t � 1, there is no

overlap indicating that RxðtÞ ¼ 0; t � 1.

RxðtÞ ¼
Z1

t

dt ¼ ð1� tÞ; 0 � t < 1:

Using the symmetry property, we have

RxðtÞ ¼ Rxð�tÞ ¼
ð1� tj jÞ; 0 � tj j � 1

0; Otherwise

� �
¼ L½t�:

(2:7:11a)

This is sketched in Fig. 2.7.2b indicating that there is

correlation for tj j < 1 and no correlation for

tj j � 1. The peak value of the autocorrelation is

when t ¼ 0 and is R xð0Þ ¼ 1. The energy contained

in the unit rectangular pulse is equal to 1 and by

using the autocorrelation function, i.e., Rxð0Þ ¼ 1,

the same by both the methods. Noting that the

autocorrelation function of a given function and

its delayed or advanced version are the same, the

AC function is much easier to compute using this

property. The AC of the pulse function P½t� :5�
can be computed by ignoring the delay. That is,

ACfP½t� :5�g ¼ ACfP½t�g. Interestingly,

AC P
t

T

h in o
¼ TL

t
T

h i
: (2:7:11b)

The AC function of a rectangular pulse of

width T is a triangular pulse of width 2T and its

amplitude at t ¼ 0 is T: We can verify the last part

by noting

AC P
t

T

h in o
jt¼0 ¼ TL

t
T

h i
jt¼0 ¼ T:

Note xðtÞP t
T

� 	
extracts xðtÞ for the time �T=2 <

t < T=2. That is,

xðtÞP t

T

h i
¼

xðtÞ;�T=2 < t < T=2

0; otherwise

�
: (2:7:12)

Example 2.7.3 Find the autocorrelation of the func-

tion yðtÞ ¼ cosðo0tÞP t=T½ �.

Solution:

RyðtÞ¼
Z1

�1

P
t

T

h i
P

t�t
T

h i
cosðo0tÞcosðo0ðt�tÞÞdt

¼cosðo0tÞ
2

Z1

�1

P
t

T

h i
P

t�t
T

h i
dt

þ1
2

Z1

�1

P
t

T

h i
P

t�t
T

h i
cosð2o0t�tÞdt:

(a) (b)

Rx(τ)

Fig. 2.7.2 Example 2.7.2 Autocorrelation of a rectangular pulse

Fig. 2.7.1 Example 2.7.1
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¼ ð1=2ÞTL t
T

� 	
cosðo0tÞ þ B; tj j � T

0; tj j > T

�
: (2:7:13)

Now consider the evaluation of B. For t � 0,

B ¼ 1

2

Z1

�1

P
t

T

h i
P

t� t
T

h i
cosð2o0t� tÞdt

¼ 1

2

ZT=2

t

cosð2o0t� o0tÞdt

¼ 1

4o0
sinðo0T� o0tÞ � sinðo0tÞ½ �: (2:7:14)

If o0 is large, RyðtÞ in (2.7.13) can be approximated

by the first term and

RYðtÞ ’
1

2
TL

t

T

h i
cosðo0tÞ: (2:7:15)

The envelope of the autocorrelation function in

(2.7.16) is a triangular function, which follows

since the correlation of the two identical rectangular

functions is a triangular function. Noting that the

cosine function oscillates between � 1, the envelope

of the autocorrelation function in (2.7.15) is shown

in Fig. 2.7.3. &

Notes: Conditions for the existence of an aperiodic

autocorrelation are similar to those of convolution

(see Section 2.2.3). But there are a few exceptions.

For example, the autocorrelation of the unit step

function does not exist.

2.8 Cross- and Autocorrelation
of Periodic Functions

The cross- and the autocorrelation functions of

periodic functions of xTðtÞ and hTðtÞ are

RT;xhðtÞ ¼
1

T

Z
T

xTðtÞhTðtþ tÞdt ¼ xTðtÞhTðtþ tÞh i ;

(2:8:1a)

RT;xðtÞ ¼
1

T

Z
T

xTðtÞxTðtþ tÞdt ¼ xTðtÞxTðtþ tÞh i :

(2:8:1b)

Note that the periods of the functions,

xTðtÞ and hTðtÞ, are assumed to be the same and

the constant (1/T) before the integrals in (2.8.1a

and b). If they have different periods, computation

of (2.8.1a) is difficult and these cases will not be

discussed here. Many of the cross-correlation and

AC function properties derived earlier for the aper-

iodic case apply for the periodic functions with

some modifications. Note that

RT;xhðtÞ ¼ RT;hxð�tÞ;
RT;xð0Þ þ RT;hð0Þ � 2 RT;xhðtÞ

�� ��: (2:8:2)

In Section 2.5.1, aperiodic convolution was used to

find periodic convolution. The same type of analysis

can be used to determine periodic cross-correlations

using aperiodic cross-correlations. Furthermore, as

discussed before, correlation is related to convolu-

tion. First define two finite duration functions,

xðtÞ and hðtÞ, over the interval t0 � t < t0 þ T.

Assume that they are zero outside this interval.

Now create two periodic functions:

xTðtÞ ¼
X1
n¼�1

xðt� nTÞ; hTðtÞ ¼
X1
n¼�1

hðt� nTÞ:

(2:8:3a)

The periodic cross-correlation function is defined

by

Ry(τ)

Fig. 2.7.3 Sketch of Ry(t)
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RT;xhðtÞ ¼
1

T

Zt0þT

t0

xTðtÞhTðtþ tÞdt; hTðtþ tÞ

¼
X1
n¼�1

hðtþ t� nTÞ: (2:8:3b)

The expression for periodic convolution is given in

terms of aperiodic convolution and

RT;xhðtÞ ¼
1

T

X1
n¼�1

Rxhðt� nTÞ;

Rxhðt� nTÞ ¼
Zt0þT

t0

xðtÞhðtþ t� nTÞ: (2:8:3c)

The details of the derivation are left as an exercise.

Copies ofRxhðtÞwill overlap if the width ofRxhðtÞ is
wider than T.

Example 2.8.1Give the lower bound on the periodT

so that there are no overlaps in the cross-correlation

of the functions xTðtÞ and hTðtÞ given below. See

Example 2.6.5.

xðtÞ ¼ P t� :5½ �; hðtÞ ¼ tP
t� 1

2

� �
;

xTðtÞ ¼
X1

n¼�1
xðtþ nTÞ; hTðtÞ ¼

X1
n¼�1

hðtþ nTÞ:

Solution: If the period T is larger than 3, then there

are no overlaps in the periodic cross-correlation

function. In that case, one period of the cross-cor-

relation function can be obtained from the aperio-

dic cross-correlation in that example and dividing it

by the period T. If the period is less than 3, then

there will be overlaps. &

Example 2.8.2 Consider the periodic functions

xT;1ðtÞ ¼ Xs½0�; xT;2ðtÞ ¼ c½k� cosðko0tþ y½k�Þ:
(2:8:4)

a. Find the AC functions for the functions in

(2.8.4). b. Find the cross-correlation of the two

functions.

Solution:

a: RT;xT;1ðtÞ ¼
1

T

Z
T

X2
s ½0�dt ¼ X2

s ½0�; (2:8:5a)

RT;xT;2ðtÞ ¼
1

T

Z
T

xT;2ðtÞxT;2ðtþ tÞdt

¼ c2½k�
2T

Z
T

cosðko0tÞdt

þ c2½k�
2T

Z
T

cosðko0ð2tþ tÞ þ 2y½k�Þdt

¼ c2½k� cosðko0tÞ
2T

ZT

0

dt ¼ c2½k� cosðko0tÞ
2

:

(2:8:5b)

Note that the integral of a cosine function over any

integer number of periods is zero.

b. The cross-correlation of a constant and a cosine

function over one period is zero. Also note that

the two functions are orthogonal. That is

xT1
ðtÞ; xT2

ðtÞh i ¼ 0. &

Example 2.8.3 Find the AC of xTðtÞ given below

with k 6¼ m; kandmare integers.

xTðtÞ ¼ xT;1ðtÞ þ xT;2ðtÞ; xT;1ðtÞ

¼ c½k� cosðko0tþ y½k�Þ; xT;2ðtÞ

¼ c½m� cosðmo0tþ y½m�Þ:

Solution: The periodic autocorrelations are deter-

mined as follows:

RT;xðtÞ ¼
1

T

Z
T

½xT;1ðtÞ þ xT;2ðtÞ�½xT;1ðtþ tÞ

þ xT;2ðtþ tÞ�dt ¼ 1

T

Z
T

xT;1ðtÞxT;1ðtþ tÞdt

þ 1

T

Z
T

xT;2ðtÞxT;2ðtþ tÞdt

þ 1

T

Z
T

xT;1ðtÞxT;2ðtþ tÞdt

þ 1

T

Z
T

xT;2ðtÞxT;1ðtþ tÞdt: (2:8:6)
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Note

1

T

Z
T

xT;1ðtÞxT;2ðtþ tÞdt

¼ 1

2T

Z
T

c½k�c½m�cos½ðkþmÞo0tþmo0tþ y½k�

þy½m�Þdtþ 1

2T

Z
T

h½k�h½m�cos½ðk�mÞo0t�mo0tÞ

þðy½k� � y½m�Þ�dt¼ 0:

Similarly the fourth term in (2.8.6) goes to zero.

From the last example,

RT;x tð Þ ¼ c2½k�
2

cos ko0tð Þ þ c2½m�
2

cos mo0tð Þ; k 6¼ m:

(2:8:7) &

These results can be generalized using the last two

examples and the autocorrelation of a periodic

function xTðtÞ is given as follows:

xTðtÞ ¼ Xs½0� þ
X1
k¼1

c½k� cosðko0tþ y½k�Þ; (2:8:8)

)RT;xðtÞ¼X2
s ½0�þ

1

2

X1
k¼1

c2½k�cosðko0tÞ;o0¼2p=T:

(2:8:9)

AC function of a periodic function is also a

periodic function with the same period. It is inde-

pendent of y½k�. It does not have the phase

information contained in (2.8.8). In the next

chapter, (2.8.8) will be derived for an arbitrary

periodic function and will be referred to as the

harmonic form of Fourier series of a periodic

function xTðtÞ. &

Notes: The AC function of a constantXs½0� isX2
s ½0�.

The AC of the sinusoid c½k� cosðko0tþ y½k�Þ is

ðc2½k�=2Þ cosðko0tÞ. That is, it loses the phase infor-
mation in the function in the sinusoid. The power

contained in the periodic function xTðtÞ in (2.8.8)

can be computed from the autocorrelation function

evaluated at t ¼ 0. That is,

P ¼ X2
s ½0� þ

1

2

X1
k¼1

c2½k�: (2:8:10)

The difference between the total power and the dc

power is the variance and is given by

Variance ¼ 1

2

X1
k¼1

c2½k�: (2:8:11) &

Example 2.8.4 Consider the corrupted signal

yðtÞ ¼ xðtÞ þ nðtÞ, where nðtÞ is assumed to be

noise. Assuming the signal xðtÞ and noise nðtÞ are
uncorrelated, derive an expression for the autocor-

relation function of yðtÞ.

Solution:

RyyðtÞ ¼ lim
T!1

1

T

ZT=2

�T=2

yðtÞyðtþ tÞdt

¼ lim
T!1

1

T

ZT=2

�T=2

½xðtÞþ nðtÞ�½xðtþ tÞnðtþ tÞ�dt;

¼ lim
T!1

ZT=2

�T=2

xðtÞxðtþ tÞdtþ lim
T!1

ZT=2

�T=2

xðtÞnðtþ tÞdt

þ lim
T!1

RT=2
�T=2

nðtÞxðtþ tÞdtþ lim
T!1

RT=2
�T=2

xðtÞxðtþ tÞdt:

(2:8:12)

Noting that the signal and the noise are uncorre-

lated, i.e., RxnðtÞ ¼ RnxðtÞ ¼ 0, we have

Ryy tð Þ ¼ Rxx tð Þ þ Rnn tð Þ: (2:8:13) &

The average power contained in the signal and the

noise is given by

Py ¼ Px þ Pn ¼ Rxð0Þ þ Rnð0Þ ¼ Rxð0Þ þ s2n:

(2:8:14)

The signal-to-noise ratio (SNR), Px=Pn, can be

computed. It is normally identified in terms of dec-

ibels. See Section 1.9.
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2.9 Summary

We have introduced the basics associated with the

two important signal analysis concepts: convolu-

tion and correlation. Specific principal topics that

were included are


 Convolution integral: its computations and its

properties

 Moments associated with functions

 Central limit theorem

 Periodic convolutions

 Auto- and cross-correlations

 Examples of correlations involving noise without

going into probability theory

 Quantitative measures of cross-correlation func-

tions and the correlation coefficient

 Auto- and cross-correlation functions of energy

and periodic signals

 Signal-to-noise ratios

Problems

2.1.1 Consider the following functions defined over

0 < t < 1. Using (2.1.3), identify the two functions

that give the maximum cross-correlation at t ¼ 0.

x1ðtÞ ¼ e�t; x2ðtÞ ¼ sinðtÞ; x3ðtÞ ¼ ð1=tÞ:

2.2.1 Prove the commutative, distributive, and the

associate properties of the convolution.

2.2.2 Find the convolution yðtÞ ¼ hðtÞ � xðtÞ for the
following functions:

a: xðtÞ ¼ :5dðt� 1Þ þ :5dðt� 2Þ;
hðtÞ ¼ :5dðt� 2Þ þ :5dðt� 3Þ

b: xðtÞ ¼ ðt� 1ÞP½t� 1�; hðtÞ ¼ xðtÞ;
c: xðtÞ ¼ ð1� t2Þ; �1 � t � 1;

hðtÞ ¼ P½t�;

d: xðtÞ ¼ e�atuðtÞ; hðtÞ ¼ e�btuðtÞ
for cases : 1:a > 0; b > 0; 2:a ¼ 0; b > 0

e: xðtÞ ¼ P t=2½ �; hðtÞ ¼ P½t� :5� �P½t� 1:5�

f: xðtÞ ¼ dðt� 1Þ; hðtÞ ¼ e�tuðtÞ

g: xðtÞ ¼ cosðptÞP½t�; hðtÞ ¼ e�tuðtÞ:

2.2.3 Use the area property of convolution to find

the integrals of yðtÞ in Problem 2.2.2.

2.3.1 a. Derive the expression for the convolution of

two pulse functions given by xðtÞ ¼ P½t� 1� and
h½t� ¼ P½t� 2�. Compute this directly first and

then verify your result by using the delay property

of convolution.

b. Verify the time duration property of the convolu-

tion using the above problems.

2.3.2Determine the area of yðtÞ in (2.3.18) using the

area property of the convolution.

2.4.1 Approximate the function yðtÞ in Example

2.3.1 using the Gaussian function.

2.4.2Use the derivative property of the convolution

to derive the convolution of the two functions given

below using the results in Example 2.5.2.

xTðtÞ ¼ sinðo0tÞ; hðtÞ ¼ e�atuðtÞ; a > 0:

2.4.3 Use the delay property of the convolution to

determine

xðtÞ ¼ e�atuðtÞ � uðt� 1Þ:

2.5.1 Derive the expressions for the periodic convo-

lution of the two periodic functions

xðtÞ ¼
X1
n¼�1

dðt� nTÞ; hðtÞ ¼
X1
n¼�1

P
t� nT

T=2

� �
:

2.6.1 Find the cross-correlation of the functions

xðtÞ and hðtÞ given in (2.6.11a) by directly deriving

the result and verify the result using the results in

Example 2.6.1.

2.6.2 Show the bounds given in (2.6.7a and b) and

(2.6.9b) are valid. Use (2.6.11a).

2.6.3 Show (2.6.9b) using (2.6.10).

2.7.1 Find the autocorrelations of the following

functions:

a:x1ðtÞ ¼ P½t� :5� �P t� 1:5½ �;
b:x2ðtÞ ¼ uðt� :5Þ � uðtþ :5Þ; c:x3ðtÞ ¼ tP½t�:

Compute the energies contained in the functions

directly and then verify the results using the auto-

correlation functions derived in the first part.

2.7.2 Verify the result in (2.7.3) using the results in

Example 2.7.1.
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2.7.3 Show the identity

AC½xðt� t0Þ� ¼ AC½xðtÞ�:

2.7.4 Derive the AC function step by step for the

function xðtÞ ¼ cosðo0tÞP½t=T�.
Use the integral formula by assuming

o0 ¼ p and T ¼ 4. Verify the results in Example

2.7.3 using the information provided in this pro-

blem. Give the appropriate bounds.

2.7.5 Show that the autocorrelations of the function

x2ðtÞ ¼ eatuðtÞ for a � 0 do not exist.

2.8.1 a.Derive the time-average periodic autocorre-

lation function Rx;TðtÞ for the following periodic

function using the integral formula.

xTðtÞ ¼ A1 cosðo0tþ y1Þ þ A2 cosð2o0tþ y2Þ:

b. Verify the result using (2.8.8) and (2.8.9).

c. Compute the average power contained in the

function directly and by evaluating the autocorrela-

tion function at t ¼ 0. Sketch the function xðtÞ by
assuming the values A1 ¼ 5;A2 ¼ 2; y1 ¼ 200; y2 ¼
1200. Sketch the autocorrelation function using

these constants. Suppose we are interested in deter-

mining the period T from these two sketches, which

function is better, the given function or its autocor-

relation? Why?

2.8.2 Let yTðtÞ ¼ Aþ xTðtÞ; A� constant. Repeat

the last problem, except for the plots.

2.8.3 a. Show that the following functions are

orthogonal over a period:

xTðtÞ ¼ cosðo0tþ yÞ; yðtÞ ¼ A b. Show the func-

tions xðtÞ ¼ P½t�; y½t� ¼ t are orthogonal.

2.8.4 Consider the signal zðtÞ ¼ xðtÞ þ yðtÞ. Show
that the AC of this function is given by

RzðtÞ ¼ RxðtÞ þ RyðtÞ þ RxyðtÞ þ RyxðtÞ:

Simplify the expression for RzðtÞ by assuming that

xðtÞ is orthogonal to yðtÞ for all t.

2.8.5 Complete the details in deriving the periodic

cross-correlation function in terms of the aperiodic

convolution leading up to Equation (2.8.3c).

2.8.6 Show (2.8.3c) using (2.6.5).
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